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14.1. TIMESCALES OF CLIMATE CHANGE,
THEIR CAUSATION, AND DETECTION

The climate of a region is most commonly expressed in
terms of the 30-year average of key variables such as
seasonal temperature, precipitation, and sea-level pressure.
In this sense, climate could be considered as average
weather conditions. However, this view does not work well
with the perspective offered by the study of past climates,
palaeoclimatology, which emphasizes climate variability
on multiple timescales ranging from inter-annual to
multimillennial. In this light, climate is not ‘average
weather’, but rather the state of the Earth system at the
particular timescale.

Over the past 70 million years (Figure 14.1a), d18O
records (which can be regarded as a gross index of global
temperature) show the Earth shifting from a warm, ice-free

state to a predominantly cold state (Zachos et al., 2001).
The long-term trend towards cooler conditions during
the Cenozoic is marked by more rapid transitions, for
example, around 35 Ma. On multimillennial timescales
(Figure 14.1b), transitions between cold (glacial) and
warmer (interglacial) climates show periodicity, but also
variability in the amplitude of the transitions between warm
and cold states, including a gradual increase in the ampli-
tude of the temperature shifts after ~3 Ma (Lisiecki and
Raymo, 2007). Both the periodicity and the variability are
predictable consequences of the inherent variation in the
Earth’s energy budget caused by the superimposition of
changes in the Earth’s orbit on the configuration of the
oceans and continents (Berger and Yin, 2012, this volume).
Glacial intervals are characterized by pronounced, high-
amplitude, millennial-scale variability (Figure 14.1c).
These DansgaardeOeschger (DeO) cycles (Dansgaard
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et al., 1984) appear to be related to the behaviour of the
meridional overturning circulation (MOC). The most
recent of these events is the Younger Dryas climate reversal
(Figure 14.1d). Similar millennial-scale variability,
including Younger Dryas-like climate reversals, is a regular
feature of glacial intervals and is not unique to the last
100,000 years (Martrat et al., 2007; Cheng et al., 2009).

Millennial-scale variability has also been recognized
during interglacial intervals (see e.g., Marchant and
Hooghiemstra, 2004; Booth et al., 2005; Rohling and
Palike, 2005) but is generally of lower amplitude than
during glacial intervals. The climate record from Greenland
(Figure 14.1e) shows a progressive, but small, cooling trend
during the recent (Holocene) interglacial interval. Climate
variability is also evident on centennial timescales
(Figure 14.1e) although, again, over the last two millennia,
this is superimposed on a longer term cooling trend (Mann
et al., 2009) that culminates in the so-called Little Ice Age
and is followed by the comparatively rapid warming
characteristic of the industrial era (post 1750 A.D.). Finally,
in addition to the strong imprint of the seasonal cycle, the
observational record of the last century (Figure 14.1f)
shows variability at both inter-annual and inter-decadal
timescales (cf. Latif and Park, 2012, this volume).

Thus, climate variability has considerable structure on
a wide range of timescales. The available records show
several styles of variability: periodicity, resulting from
astronomical or ‘orbital’ forcing on multimillennial and
seasonal timescales; progressive changes, such as the long-
term cooling through the Cenozoic in response to changes
in landesea configuration and atmospheric composition
(Zachos et al., 2001; Fletcher et al., 2007), or the more
recent cooling trend of the last two millennia; and rapid
climate shifts, for example, following re-organisation of the
coupled atmosphericeoceanic circulation during the DeO
cycles (Bond et al., 1993; Kageyama et al., 2010). At each
timescale, the climate system is characterized by changes
in both frequency and magnitude of its variations. However,
the magnitude of climate shifts is not a simple function of
the timescale. Large and rapid changes in climate occur
both on multimillennial and much shorter timescales
(Figure 14.1).

On any timescale, global climate can be seen to be
continuously varying, never dwelling long at any one value
and frequently crossing the mean, thereby further rendering

the definition of climate as a long-term mean unworkable
when considering the history of changes in the Earth system.
However, over some timespans, such as the past million
years (Figure 14.1b) and over the interval between 80,000
and 10,000 years ago (Figure 14.1c), the variations of
climate remain within a ‘corridor’ of values, indicating that
the climate system is not completely non-stationary, in the
sense of having continuously varying statistical properties.

Variations in climate influence many other aspects of
the Earth system, including atmospheric composition, the
hydrological cycle, and marine and terrestrial biology.
Records of these changes are preserved in natural archives
(see Bradley, 1999): for example, variations in atmospheric
composition are recorded by air trapped in bubbles in the
slowly accumulating ice sheets, changes in the hydrological
cycles are recorded by lake shorelines or fluvial deposits,
while changes in vegetation cover are recorded through
pollen and plant macrofossils trapped in anoxic lake or bog
sediments. Provided that such records can be unambigu-
ously dated, they can be used as ‘sensors’ of climate and
environmental change. (We eschew the term ‘proxy’, used
as an abbreviation for ‘climate proxy’, preferring to use the
term ‘sensor’ because any environmental archive is
a palimpsest of both direct and indirect climate and other
influences e and the primary goal of palaeo-environmental
research is to disentangle the multiple factors influencing
the record at any one time.)

Since environmental conditions change as climate
changes, it is unsurprising that a large number of environ-
mental archives show similar scales and types of variability
(Figure 14.2). As an example, Figure 14.2 shows the vari-
ability in the incidence of wildfire on different timescales.
Wildfire is controlled both by the occurrence of suitable
weather conditions (e.g., convective activity controls the
frequency of lightning ignitions, while seasonal drought
controls the dryness of fuels) and by the nature of the
vegetation cover, and hence the availability of fuel to burn,
which in itself is determined by climate (Dwyer et al.,
2000; Harrison et al., 2010). Sedimentary charcoal records
document variability in fire regimes over millions of years
(Figure 14.2a) through multimillennial (Figure 14.2b),
millennial (Figure 14.2c), centennial (Figure 14.2d),
decadal (Figure 14.2e) to annual (Figure 14.2f) timescales,
and show progressive, quasi-periodic and abrupt changes in
fire regimes. Furthermore, as with more direct indicators of

FIGURE 14.1 Variability in temperature on multiple timescales. The record for the last 65 Myr (a) is based on a global compilation of 18O isotope

records on benthic foraminifera (Zachos et al., 2001), and that for last 5500 kyr (b) on 57 18O isotope records (Lisiecki and Raymo, 2007). The d18O

record from the NGRIP ice core (c; North Greenland Ice Core Project Members, 2004) is based on 50-year mean values over the past 125 kyr. An

expansion of the last part of this record (from 15 ka onwards) is also shown (d). The decadally-resolved record for the past 1500 years (e; from 500 AD

onwards) is based on a synthesis of instrumental and historical documentary records with palaeo-data including tree-ring reconstructions (Mann et al.,

2009). The data for the last century (f) is from the NOAA historical climatology (http://www.ncdc.noaa.gov/ghcnm). The curves illustrate that climate is

always varying and has no particular average value (but often varies within a particular corridor). The curves also show the rich set of trends (a, b, c, d, e,

and f), periodic and quasi-periodic (b and c) variations, and abrupt changes (a and c), that both require explanation and provide ‘natural experiments’ with

which to test models.
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FIGURE 14.2 Variability in global fire on

multiple timescales, as an illustration of the

variability of a particular set of environmental

subsystems and processes (i.e., disturbance of

terrestrial ecosystems by fire). The record for the

past billion years (1 Gyr) (a) is a qualitative index

of global fire based on discontinuous sedimentary

charcoal records (Bowman et al., 2009). The

record for the past 80 kyr (b) is a global

composite of 30 sedimentary charcoal records

(Daniau et al., 2010), that for the past 21 kyr (c) is

a global composite of ~700 sedimentary charcoal

records (Daniau et al., submitted) and that for the

past 2 kyr is a global composite of ~400 sedi-

mentary charcoal records (d; Marlon et al., 2008).

Global area burnt over the twentieth century (e) is

estimated by combining data from tree-ring,

historical, and remotely-sensed sources (Mouillot

and Field, 2005), while global area burnt from

1997 to 2006 (f) is derived from satellite-based

remote sensing (GFED v3.1, Giglio et al., 2010).

Like palaeoclimatic records in Figure 14.1, the

palaeofire records show continuous variability, as

well as similarly recurring patterns of variability

and abrupt changes.

406 SECTION j IV Learning Lessons



climate, the magnitude of the changes in fire regime is not
necessarily related to the timescale or the frequency of
variability.

Climatic variations on all timescales evoke responses in
the terrestrial and marine biota that range from evolution
and disappearance of species and genera on the longest of
timescales, to wholesale re-organisations of the biosphere
accompanying glacialeinterglacial variations, to impacts
on the phenology and growth of terrestrial plants and the
distribution of short-lived or migratory organisms on the
inter-annual timescale (Dickinson, 2012, this volume; Sen
Gupta and McNeil, 2012, this volume). Re-organisations of
climate and the biosphere on orbital timescales provide the
most useful guide to the likely response of environmental
systems related to climate during the coming centuries e
not through exact analogy, but by revealing the mechanism
and ways in which the climate system responds to changes
in external forcing comparable in magnitude to those
underway at present.

14.1.1. The Climate System and Timescales
of Variability

The number of basic components of the climate system
(atmosphere, ocean, biosphere, cryosphere) is small, but
the number of variables that describe those components
(e.g., regional seasonal temperatures, carbon stocks) is

enormous. The many variables describing the climate
system fall into one of three categories (Figure 14.3; after
Saltzman, 2002): (i) those that describe the external forcing
of the system (boundary conditions; e.g., insolation,
volcanic aerosols, and a broad set of ‘geodynamic’ vari-
ables, including the configuration, topography and
bathymetry of continents and ocean basins); (ii) those that
describe the more slowly varying aspects of the system
(slow-response variables; e.g., the ice sheets, bedrock, and
mantle that are deformable by ice sheets; sea level and the
temperature and salinity of the deep ocean, and the long-
term state of its overturning and horizontal circulation; and
the slowly varying reservoirs involved in biogeochemical
cycling that ultimately determine atmospheric composi-
tion); and (iii) those that describe the internal variables that
are ordinarily thought of as weather, but also include rapidly
varying biophysical and biogeochemical processes (fast-
response variables; e.g., precipitation, evapotranspiration,
respiration, seasonally varying sea-ice extent, soil-moisture
content, vegetation properties, the temperature, depth, and
other physical and biological characteristics of the mixed
layer of the ocean). A fourth category of variables,
subsystem variables, describes the state and function of
the many environmental subsystems that are governed by
climate, and which, depending on context, include many of
the fast-response variables. For example, evapotranspiration
can be considered both as a fast-response variable that is

EXTERNAL FORCING
Solar (solar constant, orbital elements)

Geodynamics (topography and
bathymetry, volcanos, geothermal)

SLOW-RESPONSE
VARIABLES

Ice Sheets (and 
deformable bedrock)

Deep ocean
Thermohaline circulation
Biogeochemical cycles

FAST-RESPONSE
VARIABLES
Atmosphere

Land-surface cover
Biophysics and

biogeochemical cycles
Ocean mixed layer

Sea ice

ENVIRONMENTAL
SUBSYSTEMS

Hydrological
Biological

Geochemical
Humans

FluxesFluxes

FieldsFields

CLIMATE-SYSTEM STATE
(latitude, longitude, elevation, time)

FIGURE 14.3 The climate system. The variables that describe the external forcing of the system (or boundary conditions) directly or indirectly influence

the slow-response, fast-response, and environmental-subsystem variables; these, in turn, influence each other and determine the state of the climate system

as a function of longitude, latitude, elevation, and time. The arrows labelled ‘fields’ indicate that one set of variables influences the other through patterns

of atmospheric circulation, moisture, and heat, while those labelled ‘fluxes’ indicate that one set of variables influences another through the transfer of

mass and energy. The dashed arrows indicate that the influence of the fast-response variable on environmental subsystem variables is currently unidi-

rectional in climate models, but that eventually environmental subsystem variables will interact with the fast-response variables as climate models develop

(after Saltzman, 2002: Bartlein and Hostetler, 2005). Many of the individual variables listed here leave evidence (i.e., palaeoclimatic data) of their

variations over time.
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a component of the surface water and energy balance, and as
a subsystem variable when describing hydrological sys-
tems on scales from watershed to continents. Human
activities such as fossil-fuel burning are often thought of as
‘external’ variables, but are more realistically considered
as an environmental subsystem that both influences and is
influenced by climate (i.e., as part of a ‘coupled Earth
system’, e.g., Rice and Henderson-Sellers, 2012, this
volume).

Many environmental systems respond to variations of
climate. These systems are also characterized by a large
number of variables, including some that play a role in the
interaction and feedback between the atmosphere and the
surface (and might therefore be thought of as fast-response
variables), and some that are dependent on climate but do
not feed back to the climate system except in limited ways.
Human social and economic systems can also be consid-
ered as another environmental subsystem that responds to
climate, but ultimately feeds back to it, as is illustrated by
the current focus on the mitigation of anthropogenic
climate change (Metz et al., 2007) and by the new
approaches for developing emissions scenarios that include
input from integrated assessment models of the coupled
natural and human environment (Moss et al., 2008; Rice
and Henderson-Sellers, 2012, this volume).

Some variables are not easily categorized. Vegetation
plays a key role in the instantaneous coupling of the
atmospheric boundary layer and land surface by controlling
the exchanges of energy and moisture, and also plays an
important role in biogeochemical cycles (e.g., Pitman and
de Noblet-Ducoudré, 2012, this volume). The rates of these
fast exchanges depend on the structure of the vegetation,
and the states of the atmosphere and underlying soil
(including atmospheric humidity, wind, net radiation at the
surface and soil-moisture availability) that together influ-
ence plant physiology (e.g., stomatal conductance), while
the role of vegetation in biogeochemical cycling is gov-
erned by vegetation structure and composition. It was
formerly thought that vegetation structure responds slowly
to climate changes (on the order of hundreds to thousands
of years), placing it in the category of slow-response vari-
ables. It is now clear that vegetation structure can respond
rapidly to climate changes over timespans of years to
decades (Tinner and Lotter, 2001; Shuman et al., 2009).
Soils are dependent on climate and vegetation, but also
have strongly expressed geological and geomorphic
controls (e.g., Harvey, 2012, this volume). Key attributes of
the soil such as water-holding capacity may be dominated
by parent material (as in arenaceous soils), and so this
might be regarded as a boundary condition; in other situ-
ations water-holding capacity is dominantly controlled by
soil morphology, and hence acts like a slow-response
variable. The particular category a variable falls into is thus
largely dependent on context, location, and scale.

14.1.2. Insolation Variations

The temporal-scales of variability in the climate system
depend on the nature of the external forcing of the climate
system and the response time of the internal components of
the climate system to this forcing. On orbital timescales
(Figure 14.1b and 14.1c), the ultimate cause of natural
climate variability is changes in the latitudinal and seasonal
distribution of incoming solar radiation (insolation) as
a result of changes in the Earth’s orbit (Berger, 1978, 1981,
1988; Berger and Yin, 2012, this volume). These insolation
variations govern the principal mode of climate variability
over the past several million yearsethe variations between
glacial and interglacial stateseand these variations there-
fore provide a perspective on the behaviour of the climate
system to changes in its external controls, and on the
resulting re-organisation of the terrestrial and marine
biospheres and biogeochemical cycles, and on the mecha-
nisms by which the climate system amplifies the external
forcing.

Earth’s orbit can be described by three parameters
(Figure 14.4a): the shape of the orbit about the Sun
(eccentricity), the tilt of the Earth’s axis relative to the Sun
(obliquity), and the time of the year when the Earth is
closest to the Sun (precession). Strictly speaking, obliquity
is an ‘astronomical’ parameter, not a characteristic of the
Earth’s orbit about the Sun, but we include it here in the
collection of ‘orbital’ parameters that influence insolation.
The shape of the Earth’s orbit varies from nearly circular
(low eccentricity of 0.005) to elliptical (high eccentricity of
0.058), with periodicities of roughly 100,000 and 400,000
years. The angle of the Earth’s axial tilt (obliquity) with
respect to the plane of the orbit varies between 22.1� and
24.5� with a periodicity of around 41,000 years. As
obliquity increases, the amplitude of the seasonal cycle of
insolation increases, with summers in both hemispheres
receiving more insolation and winters less. Changes in
obliquity also affect the latitudinal variations of annual
mean insolation, with the high latitudes of both hemi-
spheres receiving greater insolation during times of high
obliquity and the tropics less. Astronomical precession
refers to the change in the direction of the Earth’s axis
of rotation relative to the fixed stars (i.e., the ‘wobble’ of
Earth’s axis) while climatic precession, which depends on
eccentricity and the time of year of perihelion (and hence
varies with astronomical precession), governs the average
solar irradiance on any given day (Loutre, 2009). Climatic
precession varies with periodicities of 23,000 and 19,000
years (Berger, 1978; Crucifix et al., 2009), and leads to
opposing variations in insolation between the Northern and
Southern Hemispheres. From the perspective of one of the
hemispheres, when the axis is aligned towards the Sun
during the time when the Earth is closest to the Sun
(perihelion), the seasonal difference in radiation receipt is
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enhanced in that hemisphere (the hemisphere experiencing
‘summer’ conditions) and reduced in the other hemisphere.

The superimposition of variations in these three
parameters gives rise to remarkably complex patterns in the
seasonal and latitudinal distribution of insolation through
time (Figure 14.4b). Precessional variations produce the
most obvious pattern in the variations of the annual cycle of
insolation over time at all latitudes: the repeating pattern of
positive and negative insolation anomalies at the preces-
sional timescale. These translate into changes in season-
ality within a single hemisphere, and to opposition in the
sign of the anomaly between hemispheres during any

particular month and opposition of the magnitude of the
anomaly during any particular season (i.e., positive summer
anomalies in the north are accompanied by negative
summer anomalies in the south). The amplitude of the
precessional maxima and minima is related to eccentricity:
times of high eccentricity produce larger differences
between insolation maxima and minima (e.g., between
250,000 and 175,000 years ago), while times of low
eccentricity produce smaller differences (e.g., between
450,000 and 350,000 years ago). Obliquity variations
modify these variations by amplifying the summer insola-
tion maxima, the winter minima, and seasonal contrast

FIGURE 14.4 Effects of changes in orbital parameters on insolation. (a) Changes in climatic precession, obliquity, and eccentricity over the past 500 kyr

(Berger, 1978). These changes in orbital configuration give rise to complex changes (b) in seasonal insolation through time (here represented as plots of

mid-monthly insolation in W m-2 at 45�N, the equator, and 45�S over the past 500 kyr). The difference (relative to present) in seasonal insolation by

latitude (in W m-2) is shown for four iconic time periods (c): the mid-Holocene (6 ka), the early Holocene (11 ka), the Last Glacial Maximum (LGM;

21 ka), and the peak of the last interglacial (125 ka). The impact of changes in orbital configuration on (d) ‘month length’ anomalies (Kutzbach and

Gallimore, 1988), or the difference in the time taken by the Earth to sweep through one-twelfth of its orbit, and (e) the latitudinal distribution of insolation

is also shown for these iconic time periods. In panels (b), (c), and (d), months are labelled using their conventional names; strictly speaking ‘months’ are

defined by the angular position of Earth relative to that at the vernal equinox. The first month of the year (labelled ‘J’ or ‘Jan’ is the interval between the

time of Earth’s angular location at �81� and �50� (before the vernal equinox). Along with the annual cycle, these insolation variations are the only

controls of climate variations that vary in a strictly periodic, or cyclical, way.
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when obliquity is high (such as during the maximum of the
last precessional cycle, ~10,000 years ago), and damping it
when low (as ~30,000 years ago). The precessional maxima
and minima can also be seen to progress through the year,
with the extremes occurring progressively later in the year
during any given cycle.

The net effect of the variations in the different orbital
elements can be seen in latitude by month anomalies in
insolation at particular times (Figure 14.4c). At 6000 years
ago, perihelion occurred at the end of the northern summer,
while obliquity was slightly greater and eccentricity about
the same as present (see Berger and Yin, 2012, this
volume). Summer insolation was roughly 6% greater than
present and winter 8% less in the mid-latitudes to high
latitudes of the Northern Hemisphere, while in the Southern
Hemisphere the anomalies were reversed. At 21,000 years
ago, all three of the orbital elements were close to their
present values, and so the insolation anomalies relative to
present were small. The previous interglacial period,
~125,000 years ago, was characterized by perihelion during
the northern summer (and at the boreal summer solstice at
127,000 years ago, Berger and Yin, 2012, this volume),
high obliquity and high eccentricity. Consequently, the
insolation anomalies were greater than those at 6000 years
ago, and the seasonality of insolation in both hemispheres
was high relative to both 6000 years ago and to present.

Eccentricity of the orbit also leads to differences in the
length of the summer and winter seasons (Figure 14.4d),
because the Earth moves more rapidly along its orbital
track near perihelion and less rapidly near aphelion (Jous-
saume and Braconnot, 1997; Braconnot et al., 2008; Berger
et al., 2010). This effect can oppose that of precession. For
example, at both 6000 and 125,000 years ago, the effect of
the climatic precession-related maximum in the Northern
Hemisphere insolation is partly compensated by a reduc-
tion in the length of the summer months relative to today
(Berger et al., 2010; Berger and Yin, 2012, this volume).

The time course of insolation at a specific latitude
differs from that at adjacent latitudes, even in the same
hemisphere. Consequently, while it is often convenient to
refer to situations like ‘Northern Hemisphere summer
insolation maxima’ or ‘interglacials,’ the regional and
temporal expression of these situations vary. For example,
the interglacials of the last million or so years are all
different in terms of the particular sequence and spatial
pattern of insolation variations that caused them, although
some may be broadly similar (Berger and Yin, 2012, this
volume). This fact severely limits the potential for con-
structing analogies between them, for example, specific
sequences of variations in greenhouse gases or global ice
volume (e.g., Ruddiman, 2008). There is no reason to
expect that the sequence of events in one interglacial should
be exactly similar to that in another, and indeed there is
ample evidence that this is not the case.

Insolation variations can potentially be expressed as any
number of sinusoidal curves; for example, one could
produce a curve of April mid-month insolation anomalies
at a particular latitude, or of the FebruaryeOctober
difference in insolation integrated over a specific hemi-
sphere. This situation creates a danger of finding spurious
explanations for a particular palaeoclimatic time series, in
the sameway that any curve can be represented by a Fourier
series. Consequently, the search for explanations of
climatic variations in terms of a specific record of insola-
tion forcing must be based on an underlying mechanistic or
conceptual model that specifies why that particular linkage
should occur and, furthermore, allows testing of explicit
hypotheses about how it occurs.

14.1.3. Implications of Insolation Variations

The temporal variations in insolation are gradual,
producing smoothly varying shifts in climate on orbital
timescales and giving rise to alternations between globally
cold, glacial states and globally warm, interglacial states.
These changes in insolation affect other elements of the
climate system: large ice sheets grow during cold states and
decay during warm states, while changes in landesea
geography consequent on the growth and decay of these ice
sheets affects ocean circulation. Vegetation responds to
changes in global temperature, with increases in the area of
forests during warm periods and decreases during cold
periods. Likewise, major changes in the carbon cycle (see
below) occur on orbital timescales.

However, each of these elements of the climate system
has an inherent timescale of response to the initial orbital
forcing. Ice sheets take many millennia to build up and
decay, changes in ocean circulation take centuries to
millennia, and vegetation migration takes decades to
centuries. The timescale of interest determines whether each
of these elements has to be considered as a dependent or
independent variable in the climate system. On timescales
of 104 to 106 years, ice sheets are dependent variables in the
climate system, with their build-up and decay controlled by
orbitally driven variations in insolation. At shorter time-
scales (103 to 104 years), ice sheets are independent vari-
ables that have an important impact on atmospheric
circulation and global temperature. Similarly, at millennial
timescales (103 years) vegetation changes are driven by
climate changes, but on shorter timescales (102 to 103)
changes in vegetation distribution affect climate through
changing albedo and other land-surface characteristics, as
well as through changing emissions of climatically impor-
tant trace gases and aerosols (Arneth et al., 2010).

Changes in insolation provide the explanation for the
first-order climate variation evident on orbital timescales.
However, analysis of the response of the climate system to
insolation forcing provides numerous insights into the
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functioning of the Earth system, which under some
circumstances responds to orbital forcing in extremely non-
linear ways. The insolation variations provide what might
be thought of as a continuous experiment with the global
energy balance involving manipulations of all aspects of
the incoming radiation at the top of the atmosphere,
including weak variations of the annual average insolation
integrated over the whole planet, as well as the large
perturbations of its latitudinal and seasonal distribution.
The transmission of these perturbations through the climate
system can be used to understand the general linkages
among different pathways of energy flow in the Earthe
atmosphere energy balance, and to estimate the sensitivity
of climate to such perturbations.

Although the insolation variations can be regarded as
the ‘pacemaker’ of the glacialeinterglacial variations of
climate (Imbrie et al., 1984), they fail to fully explain those
variations in several important ways: (i) the variations in
annual insolation are small and insufficient by themselves
to generate the glacialeinterglacial variations; (ii) the main
variations in insolation occur on the precessional timescale
(Figure 14.4a and 14.4b), while the principal variations of
global climate occur variously on the obliquity and
eccentricity timescales (Figure 14.1b), and (iii) the
expression of these timescales of variation in terms of
global climate can change relatively abruptly (as for
example around 1 million years ago, when 41-kyr varia-
tions gave way to 100-kyr variations). Often referred to as
the 100-kyr or 41-kyr problems (Raymo and Nisancioglu,
2003; Lisiecki and Raymo, 2007), several ideas have been
advanced that emphasize either variations in the mode of
transmission of the ‘signals’ of the three orbital elements
through the climate system (Imbrie et al., 1992; Ruddiman,
2006), or to specific features of one of the elements (e.g.,
obliquity and summer insolation, Huybers and Wunch,
2005), but as yet no consensus has emerged. Nevertheless,
although the explanation is still incomplete, the empirical
link between insolation and glacialeinterglacial variations
of climate attests to the role of mechanisms internal to the
climate system that amplify the effects of externally forced
perturbations of the energy balance. There is strong
evidence that this amplification involves the effects of the
ice sheets themselves on planetary albedo (along with that
of changing vegetation distributions), global biogeochem-
ical cycles (in particular those of the long-lived greenhouse
gases: carbon dioxide and methane), and physically and/or
biologically mediated changes in the dust and aerosol
content of the atmosphere e all of which substantially
modify the Eartheatmosphere energy balance (Hansen
et al., 1984; Forster et al., 2007).

Several proposed explanations for the amplification of
climate change on orbital timescales rest on a combination
of geophysical and biological mechanisms. Some biolog-
ical mechanisms operate at the level of the physiology of

individual organisms; but large-scale re-organisations of
the biosphere also involve geographical range shifts. Vari-
ations in climate on orbital timescales have been
a constantly present feature in the evolution of life on Earth,
and so it should not be surprising that species have devel-
oped strategies for dealing with large-scale re-organisations
of the biosphere. Species persist for periods that are typi-
cally several orders of magnitude longer that the timescales
of insolation variations (Bartlein and Prentice, 1989;
Bennett, 2004). Because of the conservatism of species’
environmental niches, range boundary shifts are a near-
universal feature of species’ responses to climate change
(Huntley and Webb, 1989; Davis et al., 2005). The
responses of species are individualistic, but species gener-
ally are capable of migration, allowing major biogeo-
graphical re-organisations to take place along with
re-organisations of climate.

14.1.4. Co-variation of Climate
and Biogeochemical Cycles Over
the Past 800 kyr

The co-variation among components that describe the
general state of the climate system, as represented, for
example, by global ice volume and elements of biogeo-
chemical cycles, can be seen through the perspective
provided by polar ice cores (Figure 14.5). The longest and
most comprehensively analysed record to date is the EPICA
Dome C (EDC) record fromAntarctica (Jouzel et al., 2007a;
Barbante et al., 2010), which spans the past 800,000 years.
In addition to chemical and physical measures (such as dust
concentration), ice core records provide samples of the
actual atmosphere at different times, and thereby (subject to
synchronization of records derived from trapped air and
records derived from the ice itself) provide an internally
consistent record of climate and biogeochemical cycles.
Atmospheric composition in terms of long-lived greenhouse
gases (carbon dioxide, methane, nitrous oxide), dust and
local temperature indicators (Figure 14.5) all show the
signatures of insolation forcing (represented here by the
often-used index of July insolation at 65�N), in common
with the oxygen isotope record of global ice volume from
marine sediments. Individual precessional peaks are evident
to a greater (e.g., methane) or lesser (e.g., carbon dioxide,
but see Ahn and Brook, 2008) extent and are modulated by
the 100-kyr eccentricity cycle. Interglacials are character-
ized by high levels of greenhouse gases, relatively warm
Antarctic conditions, and low dust concentrations, while
glacials show the opposite features.

The specific contributions of both the external (insola-
tion) and internal (the ice sheets, sea-ice, land cover,
greenhouse gases, and dust) drivers to variations in the net
radiative forcing over the past 800,000 years has been
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estimated by Köhler et al. (2010) using a combination of
observations from the EDC records and other palaeo-
climatic data and model-based interpretations of these
records. ‘Radiative forcing’ is a way to express the impact
of a heterogeneous set of potential controls (and feedbacks)
on the global energy balance, and in turn on global average
temperatures (e.g., Forster et al., 2007; Arneth et al., 2010).
The analysis by Köhler et al. (2010) suggests that the ice
sheets make the largest contribution to the overall radiative
forcing variations over the past 800,000 years, followed by
greenhouse gases and sea-ice, and dust and vegetation, with
the feedbacks all much larger than the direct effects of
insolation (see figure 7 in Köhler et al., 2010). They did not
directly estimate the impacts of additional feedbacks from
water vapour, clouds, and related changes in lapse rates
(which are highly uncertain and model dependent), but
these are roughly comparable to the others, and again
exceed the direct effects of insolation. The feedbacks are all
positive in the sense of driving the climate system towards
colder conditions when Northern Hemisphere insolation

decreases, and towards warmer conditions when it
increases. Although the specific mechanisms, pathways,
and spatial variations in feedbacks remain to be disclosed,
the overall potential of the climate system to amplify
relatively weak changes in radiative forcing is clear (cf.
Harvey, 2012, this volume).

On long timescales (e.g., over the full span of the
EDC ice core), insolation, ice volume, and greenhouse
gases co-vary. On shorter timescales, such as the interval
since the Last Glacial Maximum (LGM, Figure 14.6),
they are quasi-independent drivers of climate changes
because of inherent time lags in their response to inso-
lation changes. What is considered an internal component
of the climate system and what is an external control is
not arbitrary, but depends on the specific timescale of
interest and the response time of a particular component
relative to that timescale.

The LGM-to-present interval has been a major focus of
palaeoclimate investigations because it provides a range of
‘natural experiments’ allowing differentiation of the role
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of individual drivers on regional climates. At the LGM, and
over the first part of deglaciation (i.e., to ~18 ka), insolation
levels were near their present ones, but ice sheets were
larger than today, greenhouse gas concentrations were
lower, and dust loadings higher. In contrast, at 6 ka, the ice
sheets were nearly at their present extents, and the atmo-
spheric constituents were close to their ‘pre-industrial’
(~1750 AD) values.

14.1.5. The Hierarchy of Climatic Variations
and the Explanation of Palaeoclimatic
Records

Climatic variations occur within a hierarchy of controls and
responses, which begin at the top level with the external
controls of climate, proceed through global, hemispheric,
continental, and regional-scales, and end with the variations
of individual climate variables at specific locations at the
bottom level (Bartlein, 1997). Responses at any one level of
the hierarchy become the controls of variations of the
components at lower levels. With the exception of the
annual cycle, there is a general tendency for the variations
of components at higher levels in the hierarchy to show
more long-term variability while those at lower levels
experience more short-term variability.

The existence of this hierarchy also has implications
for attempts to explain the variations at a particular place,
or to interpret the ‘signal’ encoded in a particular
palaeoclimatic record. For example, although climatic
variations at a place are ultimately governed by global-
scale controls, a specific palaeoclimatic record generally
cannot be representative of the general state of the global
system. This situation arises because the intermediate
controls and responses have the potential of reinforcing,
cancelling, or even reversing the longer-term, larger-scale
trends. Gradual changes in large-scale controls may
sometimes produce abrupt local changes when atmo-
spheric circulation is re-organised. Conversely, abrupt
changes in the large-scale circulation may produce
warming in some regions and cooling or no change in
others, as can be seen in the spatial anomaly patterns of
year-to-year variations in climate. Consequently, while it
may be difficult or even impossible to ascribe a particular
climate variation at a place to a specific configuration of
higher-level controls, shorter-term variations at lower
levels are strongly conditioned by the particular state of
the system at higher levels. Therefore, any discussion of
the timescales of climatic variability should explicitly
acknowledge the spatial-scale or extent of the system
being discussed.
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the boundary conditions were close to their pre-industrial values, except for insolation, providing an experiment involving a perturbation of the

Eartheatmosphere energy balance.
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14.1.6. Cycles and Spurious Periodicity:
A Warning

Rather than displaying a simple pattern of variability that
increases as a function of timespan or record length, as
would be typical of a system that obeyed simple ‘scaling
laws’ (Kantz and Schreiber, 2004), the climate system
instead has some preferred temporal-scales of variability
that reflect the nature of the external forcing of the climate
system (e.g., insolation on the orbital timescale), or the
internal time constants of the components of the climate
system itself e like the slow build-up and decay of ice
sheets, or the inter-annual variability associated with the El

NiñoeSouthern Oscillation (ENSO; Saltzman, 2002; Latif
and Park, 2012, this volume). The most common way of
describing this apparently organised variability in climatic
time series is to refer to the variations as cycles.

Several factors can conspire to predispose researchers to
see cycles in time series when in fact none exist, and then to
invoke some kind of regular cyclical mechanisms, either
external (Sun, moon, planets) or internal (oscillatory
‘climate-modes’) to account for them. Firstly, there are
cycles in palaeoclimatic time series, in the form of the
variations of ice volume and many other variables that
occur in response to the orbitally driven variations of
insolation or the quasi-periodicities in tropical Pacific
oceaneatmosphere interactions (ENSO) that are related to
a specific physical mechanism (the propagation of Kelvin
waves across the Pacific). Secondly, spectral analysis
(Jenkins and Watts, 1968), which was developed for
statistical signal processing, has been used successfully to
detect the imprint of the orbital variations in many
palaeoclimatic time series. Thirdly, there is a tendency for
palaeoclimatic time series to vary between general limits;
this, coupled with our tendency to seek order in variable
data, can lead to the perception of periodic variations when
none exist. Fourthly, quasi-periodic variations in time series
can arise from simple short-term memory or persistence
(as in autoregressive moving-average models; Box and
Jenkins, 1976). Fifthly, some common data-analysis tools
or procedures can impart spurious periodicity. These last
two sources of apparent periodicity are particularly prob-
lematic because failure to recognize them can lead to
incorrect inferences about causality.

Figure 14.7 shows three examples of time series that
feature quasi-periodic variations, each generated by
filtering or transforming a series of normally distributed
random numbers in an intrinsically aperiodic way. (In each
panel, the random numbers are plotted in grey in the
background on an arbitrary scale, and the generated series
in black.) The top curve shows the output of a second-order
auto-regressive or AR(2) model in which the current value
of the time series depends on the previous two values, plus
the random input (plotted in grey). In this particular
example, the parameters of the model are those that apply
to the well-known Wölfer sunspot series, which is well-
described by an AR(2) model (Box and Jenkins, 1976). The
resulting series clearly shows a rough 10 time-step oscil-
lation, and further displays a change in amplitude and
regularity of this oscillation midway through the series that
would likely provoke additional comment if this were a real
palaeoclimatic time series.

The middle series shows a ‘difference stationary’ time
series generated using an integrated autoregressive model
(ARI(1,1); Box and Jenkins, 1976), that was linearly
detrended. (Long-period trends in time series are of two
types: ‘difference stationary’ series that can be detrended
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by taking the first differences between observations, and
‘trend stationary’ series that can be detrended by fitting
a straight-line curve to the data: Nelson and Kang, 1981).
The example series shows a broad cycle with a wavelength
close to the record length and, in this particular realization,
happens to also show lower-amplitude, higher-frequency
variations, with a period around 20 time-steps. Again,
although generated by an aperiodic process, the resulting
series would likely be viewed as cyclic. Palaeoclimatic
time series are frequently detrended as part of preliminary
steps in data analysis.

Probably the most frequently applied method for
generating apparently periodic variations in a time series
when none really exist is illustrated by the bottom panel of
Figure 14.7, which demonstrates the SlutskyeYule effect
(von Storch and Zwiers, 2001). The thin black line in
Figure 14.7c is the result of applying a 15-term running
mean to a white-noise time series, while the smoother solid
line is simply the first series further smoothed by a 10-term
running mean. The resulting series are clearly periodic, and
it would be hard not to apply the term ‘cycle’ in describing
or explaining these data if they were real. Slutsky’s theorem
(Jenkins and Watts, 1968, p. 297) shows that by repeated
application of summing (as in the running mean) or dif-
ferencing filters, white noise can be reduced to a sine wave.
In practice, the smoothing produced by the running mean
can occur naturally in palaeoclimatic records that integrate
environmental conditions over time, but most often the
smoothing occurs during data analysis.

All three series appear superficially periodic yet were
generated by relatively simple processes, without invoking
any kind of mechanism that could genuinely be called
cyclical or periodic. Because there are multiple ways of
generating series with apparent periodicity, some of which
are related directly to commonly applied data-analysis
procedures, a relatively high standard should exist for
declaring a particular series cyclical and therefore expli-
cable using the class of oscillatory or cyclical physical
mechanisms. The premature declaration of a series as being
cyclical may limit the search for other, possibly better,
mechanistic explanations.

14.2. REGIONAL RESPONSES TO
MILLENNIAL-SCALE FORCING

Faced with the richness and complexity of the palaeo-
record, one strategy adopted by palaeoclimatologists to
analyse key aspects of the record has been to study
‘snapshots’ of the state of the world corresponding to
iconic periods with well-defined boundary conditions. An
alternative strategy, the analysis of time-dependent
changes, has always been the primary focus for the anal-
ysis of palaeo-environmental observations, but modelling

of the transient behaviour of the climate system has only
recently become feasible with the advent of fast climate
models (see e.g., Timm and Timmermann, 2007; Liu et al.,
2009). Here we discuss the two most heavily studied
intervals of the recent geological record (the LGM and the
mid-Holocene) before considering some generalizations
that have emerged from two decades of focusing on these
intervals.

14.2.1. The Last Glacial Maximum

The LGM (~21,000 years ago; 26.5 kae20 ka according to
Clark et al., 2009) has been a focus for modelling experi-
ments since the early days of palaeoclimate modelling
(Williams et al., 1974; Gates, 1976; COHMAP, 1988;
Kutzbach et al., 1993; Braconnot et al., 2007a, 2007b, and
references therein; Otto-Bleisner et al., 2009). This is, in
part, because it represents a time when most of the climate
drivers (or boundary conditions) were radically different
from today and, in part, because of the wealth of palaeo-
environmental data that has been assembled to document
regional climate conditions during this period
(Figure 14.8).

At the LGM, palaeo-environmental data show colder
(Figures 14.8a and 14.8b) and drier conditions in most
of the northern extra-tropics. Vegetation records
(Figure 14.8c) from Europe, Eurasia, and Alaska indicate
a landscape dominated by treeless vegetation, with
a significant expansion of graminoid and forb grassland and
xerophytic shrubland in northern and central Eurasia
(Prentice et al., 2011). Plant macrofossil data, however,
indicate that trees persisted in local refugial situations
(Willis and Whittaker, 2000; Willis et al., 2000; McLachlan
et al., 2005). Forests were present south of the ice sheet in
North America. Sedimentary charcoal records indicate
a reduction in the amount of biomass burning
(Figure 14.8d), partly as a result of a temperature-depen-
dent reduction of fuel loads and partly because colder, drier
climates give rise to a reduction in convection and hence
lightning ignition (Power et al., 2008). The absence of
forest cover, and the generally drier-than-present condi-
tions, gave rise to increased deflation of surface material by
winds and hence atmospheric dust loadings were between 2
and 5 times higher than today in the northern extra-tropics
(Figure 14.8e; Harrison et al., 2001; Kohfeld and Harrison,
2001). Sea surface temperatures (SSTs) in the Northern
Hemisphere were considerably lower than today
(Figure 14.8b). The strongest annual mean cooling (up to
�10�C) occurred in the mid-latitude North Atlantic, with
more pronounced cooling in the eastern than in the western
Atlantic (MARGO Project Members, 2009).

In contrast, both vegetation (Figure 14.8c) and lake
data (Figure 14.8e) indicate wetter-than-present conditions
in the American southwest and in western China, and the
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lake data (though not vegetation records) suggest that the
region around the Mediterranean Sea was also wetter.
Charcoal records from China indicate increased fire
(Figure 14.8d).

During the LGM, the tropics were colder and drier than
today. Terrestrial records (Figure 14.8a) indicate an average
cooling at sea level across the tropics of 2.5e3�C. This
average hides considerable regional differentiation, with
circum-Pacific regions experiencing relatively little cooling
(1e2�C) and stronger cooling (5e6�C) in Central and
tropical South America (Farrera et al., 1999; Bartlein et al.,
2010). Marine records (MARGO Project Members, 2009)

show an average cooling in the tropics of 3e4�C, but again
considerable regional differentiation in the strength of the
change (Figure 14.8b). Cooling at high elevations, as
shown by the lowering of snowline equilibrium lines, was
larger than the cooling registered at sea level (Mark et al.,
2005). Thus, tropical lapse rates must have been steeper
than today. There was regional differentiation in the degree
of high-elevation cooling, with sites in the northern Andes,
Central America, and Papua New Guinea showing larger
snowline depressions than sites in the Himalayas, the
southern Andes, and eastern Africa. The charcoal records
(Power et al., 2008) show less fire over most regions of the

FIGURE 14.8 The world at the LGM (21 ka) as shown by palaeo-environmental data: (a) changes in mean annual temperature (MAT) compared to

present-day reconstructed from pollen and plant macrofossil data (Bartlein et al., 2011); (b) changes in mean annual sea surface temperature (SST)

compared to present day reconstructed from biological and geochemical climate proxies (MARGO Project Members, 2009); (c) vegetation recon-

structions from the BIOME 6000 project (Prentice et al., 2000; Bigelow et al., 2003; Pickett et al., 2004; Marchant et al., 2009; and unpublished data),

reclassified using the megabiome scheme described by Harrison and Prentice (2003); (d) changes in biomass burning compared to the long-term average

between 21 and 0.25 ka, expressed as, from the Global Palaeofire Working Group Database (Version 2, Daniau et al., submitted); (e) changes in lake status

compared to present from the Global Lake Status Database (Kohfeld and Harrison, 2000); (f) changes in dust deposition compared to present from the

DIRTMAP database (v2: Kohfeld and Harrison, 2001).
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tropics, although some sites in South East Asia and Papua
New Guinea (where the regional cooling appears to have
been small) show more fire than today (Figure 14.8d).

Regional climate changes in the southern extra-tropics
(Figures 14.8a, 14.8b) were less pronounced than those
registered in the northern extra-tropics, close to the ice
sheets. Nevertheless, both vegetation (Figure 14.8c) and
lake (Figure 14.8e) data show colder and drier climates than
today, while charcoal records indicate less fire
(Figure 14.8d). Dust deposition records indicate that the
decrease in vegetation cover and the increased aridity led to
an increase in dust erosion and transport in the southern
extra-tropics (Figure 14.8f), although this appears to have
been less marked than the increase in the Northern Hemi-
sphere. Marine data from the Southern Ocean show
a northward shift of the polar front to about 45�S during the
LGM, and sea surface temperatures during austral summer
up to 2e6�C cooler than today (Figure 14.8b).

The changes in regional climates shown by these
various palaeo-environmental sensors can be explained in

terms of the glacial-age boundary conditions. Climate
model experiments (Figure 14.9) show that the presence of
large ice sheets, increased sea-ice cover, and low green-
house gases led to globally colder and drier conditions (see
Braconnot et al., 2007a). The wet conditions in American
southwest, in the region around the Mediterranean Sea, and
in western China are a specifically predicted consequence
of the southern displacement of the Northern Hemisphere
Westerlies as a consequence of the presence of the large,
mountain-like mass of the Laurentide Ice Sheet (Kutzbach
et al., 1993). Model simulations also show that changes in
the tropics are more muted than those in the extra-tropics
(see Braconnot et al., 2007a). The depression of tropical
snowline is a consequence of the lowering of tropical sea
surface temperatures, which is responsible for a drier
atmosphere and, therefore higher lapse rates (Kageyama
et al., 2005). This first-order effect is amplified by a weak-
ening of the Asian monsoon, which led to a further increase
in lapse rates in the northern tropics and around the western
Pacific.

FIGURE 14.9 The world at the LGM (21 ka) as shown by ensemble-averaged differences between 21 ka and a pre-industrial control from coupled

oceaneatmosphere climate model simulations from the PalaeoclimateModelling Intercomparison Project (PMIP2, http://pmip2.lsce.ipsl.fr): January 500 hPa

wind vector and wind speed (m s-1) anomalies, mean annual temperature anomalies (�C), July sea-level pressure (SLP, hPa), surface-wind vector anomalies,

and mean annual precipitation anomalies (mm per month). Comparison of this figure with Figure 14.8 illustrates one of the challenges of comparing

palaeoclimatic simulations with observations: the climate model output must be expressed in the same terms as the palaeoclimatic data using ‘forward’

models, or the palaeoclimatic data must be interpreted in terms of specific climate variables using ‘inverse’ modelling procedures.
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Although the observed vegetation changes at the LGM
(relative to the Holocene) can be partially explained by the
differential response of plant functional types to the change
in climate at the LGM, vegetation distribution was also
influenced by the physiological effects of low atmospheric
CO2 concentration on plant growth (Figure 14.10), and
especially the impact of low CO2 on plants using the C3

photosynthetic pathway (including nearly all trees: Prentice
and Harrison, 2009). Under low CO2 concentrations, tran-
spiration per unit leaf area is increased as a result of
increased stomatal conductance. In plants using the C3

photosynthetic pathway, photosynthesis is also reduced due
to reduced substrate concentration and reduced competition
by O2 for carboxylation sites of the photosynthetic enzyme
Rubisco. As a result, plants using the C4 photosynthesis
pathway can compete with C3 plants more effectively under
low CO2 concentrations (Bond and Midgley, 2000).
Atmospheric CO2 concentration is a limiting factor for C3

photosynthesis even at modern values (>380 ppmv) and
was much more strongly limiting at glacial values (Polley
et al., 1993; Guiot et al., 2001; Harrison and Sanchez Goñi,
2010). Modelling experiments have shown that the
restricted forest cover during the LGM can only be repro-
duced accurately when physiologically mediated CO2

effects on plant competition are taken into account
(Harrison and Prentice, 2003). Since the nature of the
vegetation cover influences the partitioning of precipitation
into evapotranspiration and runoff, the influence of low
CO2 values could also impact on surface hydrology,
including the amount of water feeding lakes and rivers at
the LGM.

14.2.2. The Mid-Holocene

The mid-Holocene (~6000 years ago, 6 ka) was selected for
detailed study because of its capacity to illustrate nearly
pure effects of the insolation anomaly centred on 10,000
years ago. Although some high northern latitude records
show a temperature maximum close to the peak of the
insolation anomaly (Kaufman et al., 2004), most northern
mid-latitude regions experienced a delayed temperature
maximum due to the persistent regional cooling effect of
the Laurentide ice sheet. Ice sheets were nearly at their
present extents and atmospheric constituents were close to
their pre-industrial values by the mid-Holocene, while the
seasonal and latitudinal distribution of insolation was still
substantially different from today, with increased summer
insolation and enhanced seasonal contrast in the Northern
Hemisphere and reduced summer insolation and decreased
seasonal contrast in the Southern Hemisphere.

There is considerable asymmetry in the regional climate
changes at high northern latitudes (Figures 14.11a, 14.11b),
implying modulation of the direct insolation forcing through
atmospheric circulation. Vegetation records (Figure 14.11c)
show a northward extension of the Arctic tree line in Europe
and Eurasia, as a consequence of increased warmth during
the growing season (Prentice et al., 2000; Bigelow et al.,
2003). Northern temperate forest zones were also shifted
northwards, with displacements of even greater magnitude
than that shown by the Arctic tree line. Warmer-than-present
winters as well as summers are required to explain all of the
observed northward shifts in the temperate forest zones.
However, vegetation records from much of northern Canada
and Alaska show no discernible northward shift (Edwards
et al., 2000;Williams et al., 2000) and the tree line in eastern
Canada was shifted southward compared to today (Richard,
1995; Williams et al., 2000). The southward expansion of
shrub tundra and boreal woodlands was accompanied by an
increase in fire in eastern Canada and the limited amount
of data from northern Europe suggests that northward
expansion of forests led to a reduction in fire (Figure 14.11d;
Power et al., 2008).
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FIGURE 14.10 Simulated changes in biome area as a result of changes

in CO2 on the competition between C3 and C4 plants under modern

climatic conditions. Changes in extra-tropical regions are summarized by

changes in total forest versus total non-forest biomes; changes in the

tropics by changes in the area of tropical forest compared to grassland/dry

shrubland. In these simulations with the BIOME4 equilibrium bio-

geographyebiochemistry model (Kaplan et al., 2003), atmospheric CO2

levels have been systematically varied between 180 and ‘modern’ levels of

324.6 ppmv but climate was kept constant. The simulations show that the

direct physiological impact of CO2 can have major impacts on vegetation

distribution (Source: redrawn from Harrison and Prentice, 2003; Harrison

and Sanchez Goñi, 2010).
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Temperate deciduous forests extended southward into
the Mediterranean zone in Europe at 6 ka (Figure 14.11c),
indicating summers wetter than today. Lake data
(Figure 14.11e) also show wetter conditions at that time,
and a progressive increase in aridity thereafter (Yu and
Harrison, 1995). Charcoal records indicate a reduction of
fire in lowland parts of the Mediterranean region, although
sites at higher elevations tend to show increased biomass
burning (Power et al., 2008).

The most pronounced changes in regional climate were
registered in the region dominated by the AfroeAsian
monsoon. Enhanced monsoons extended forest biomes
inland in China, and Sahelian vegetation northward into the

Sahara (Figure 14.11c). Lake data (Figure 14.11e) and
aeolian data (Kohfeld and Harrison, 2003) also show an
expansion of the region influenced by monsoon precipita-
tion in both Africa and Asia. The African tropical rainforest
was also reduced in extent (Figure 14.11c), consistent with
a northward shift of the inter-tropical convergence zone
(ITCZ) and a more seasonal climate in the equatorial zone.
Vegetation and lake data show wetter conditions in the
American southwest and Central America, consequent on
the expansion of the North American monsoon, accompa-
nied by expansion of steppe vegetation and aeolian activity
in interior North America; this observed duality is explic-
itly predicted by climate modelling and attributed to

FIGURE 14.11 The world during the mid-Holocene (6 ka) as shown by palaeo-environmental data: (a) changes in mean annual temperature (MAT)

compared to present-day, reconstructed from pollen and plant macrofossil data (Bartlein et al., 2010); (b) changes in mean annual SST compared to

present-day, reconstructed from biological and geochemical climate proxies (Leduc et al., 2010); (c) vegetation reconstructions from the BIOME 6000

project (Prentice et al., 2000; Bigelow et al., 2003; Pickett et al., 2004; Marchant et al., 2009; and unpublished data, reclassified using the megabiome

scheme described by Harrison and Prentice, 2003); (d) changes in biomass burning compared to the long-term average between 21e0.25 ka, expressed as

z-cores, from the Global Palaeofire Working Group Database (Version 2, Daniau et al., submitted); (e) changes in lake status compared to present-day

from the Global Lake Status Database (Kohfeld and Harrison, 2000). For most of the palaeoclimatic data types, the mid-Holocene is richer than that for the

LGM, but the record of SSTs is sparser and confined mainly to oceanic regions with high sedimentation rates.
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enhanced subsidence around the monsoon core region
(Harrison et al., 2003). The charcoal record shows that
changes in fire regimes were highly heterogeneous. This
finding is consistent with our understanding that increased
precipitation can lead to increased fuel loads and hence
more fire in fuel-limited systems while, at sites where fuel
is not limiting, increased precipitation suppresses fire (Van
der Werf et al., 2008; Daniau et al., submitted).

The monsoon systems of the Southern Hemisphere were
generally weaker during the mid-Holocene than today.
Vegetation, lake, and charcoal data from South America
suggest drier-than-present conditions (Markgraf, 1989;
Mayle and Power, 2008; Marchant et al., 2009). Charcoal
data indicate reduced fire in the southern tropics of Africa
and northern Australia (Power et al., 2008; Mooney et al.,
2010), consistent with reduced monsoons. However, some
geomorphic evidence from northwestern Australia and the
continental interior suggests that the Australian monsoon
may have been stronger than at present (Shulmeister, 1999;
Wyrwoll and Miller, 2001; Lynch et al., 2007).

Vegetation data from the southern extra-tropics
(Figure 14.11c) show comparatively little change from
present (Jolly et al., 1998;Marchant et al., 2009). Vegetation
data from southern Australia show changes in plant-avail-
ablemoisture during themid-Holocene, but adjacent regions
show opposite signals in the direction of the inferred
changes with the southernmost part of the region and Tas-
mania somewhat wetter than today and sites lying further
north and along the east coast showing somewhat drier
conditions (Pickett et al., 2004). Mooney et al. (2010) have
identified a similar opposition in the regional changes in fire
and suggest that this is consistent with shifts in atmospheric
circulation. In contrast, lake data (Figure 14.11e) show
wetter conditions uniformly across the southern extra-
tropics, although this may reflect the comparative paucity of
records from these regions.

The mid-Holocene has not been a major focus for the
synthesis of marine records, in part because low sedimen-
tation rates make it difficult to identify changes through the
Holocene. In general, and in contrast to the marked changes
in regional climates shown over the continents, ocean
surface temperatures were similar to today over much of
the world (Figure 14.11b). Records from the North Atlantic
suggest that the mean annual surface ocean temperature
was slightly higher than today, although late summer and
autumn temperatures at high northern latitudes may have
been slightly cooler (Kim et al., 2004; Leduc et al., 2010).
Data from the tropical Pacific and Indian Oceans suggest
that ocean temperatures there were slightly lower than
today (Rimbu et al., 2004; Stott et al., 2004; Lorenz et al.,
2006), possibly as a result of reduced ENSO variability
(Tudhope et al., 2001). While these regional signals are
consistent with changes in adjacent land areas, there is
a lack of information from critical oceanic regions.

The first-order features of regional climate shown by
these reconstructions can be explained as a consequence of
known changes in forcing during the mid-Holocene.
Orbitally-induced enhancement of Northern Hemisphere
summer insolation at 6 ka resulted in increased heating over
the Northern Hemisphere continents (Figure 14.12), deep-
ening the thermal lows over the land and thus intensifying
the flux of moisture from the tropical ocean to the conti-
nents (Kutzbach and Street-Perrott, 1985; COHMAP, 1988;
Joussaume et al., 1999; Braconnot et al., 2007a). Increased
heating over the northern subtropics resulted in the north-
ward displacement of the ITCZ, and hence of the monsoon
front, leading to drier conditions in the equatorial zone.
Monsoon expansion is most pronounced in Africa and Asia
because of their large continental area; the expansion of the
North American monsoon is correspondingly more muted.
Mid-Holocene aridity in the mid-continent of North
America is caused by enhanced subsidence over the
continental interior that is dynamically linked to the orbi-
tally-induced enhancement of the summer monsoon in the
American southwest (Harrison et al., 2003).

Warmer-than-present summers at high northern lati-
tudes, as indicated by the northward shift of the Arctic
treeline, are also a consequence of increased Northern
Hemisphere summer insolation and the prolongation of
warm conditions into the autumn caused by warmer oceans
and less extensive sea-ice (Wohlfahrt et al., 2004). The
pronounced longitudinal asymmetry in this warming
appears to reflect the nature of ocean circulation in the
Arctic, which results in sea-ice transport away from the
northern coast of Siberia and towards Canada and which
therefore amplifies the impact of orbitally-induced sea-ice
reduction on the high latitudes of Eurasia while minimizing
its impact on the high latitudes of Canada. The observed
shifts in Northern Hemisphere temperate forests attest to
warmer-than-present winters during the mid-Holocene,
a signal opposite to the direct consequence of orbital forcing
which would tend in the direction of colder winters
(Kutzbach and Guetter, 1986). The paradox of warm mid-
Holocenewinters has been extensively discussed for Europe
(see e.g., Prentice et al., 1998 and references therein), where
it is generally attributed to stronger westerly flow around
a strengthened Icelandic Low allowingwarm air to penetrate
further into the continental interior than is the case today.

In general, model simulations show a reduction in the
Southern Hemisphere monsoons and comparatively little
change in the southern extra-tropics (Braconnot et al.,
2007a). However, some simulations have shown an
enhancement of the Australasian monsoon during the mid-
Holocene (see e.g., Liu et al., 2004; Marshall and Lynch,
2006). Reduction of the Southern Hemisphere monsoons is
a direct response to changes in orbital forcing during the
mid-Holocene. However, analyses of a large ensemble of
mid-Holocene climate simulations (Zhao and Harrison,
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in press) suggest that ocean feedbacks weaken the impact
of orbital forcing in the Southern Hemisphere leading to
a smaller decrease in monsoon rainfall than might other-
wise be expected. In the case of the Australian monsoon,
local changes in SSTs that generate a low-pressure cell
over the Indian Ocean can create increased precipitation
(compared to present) in northern and central Australia
depending on the exact location of the low-pressure cell
(Zhao and Harrison, in press). Observed differences in the
timing of maximum monsoon expansion during the
Holocene between different parts of the AfroeAsian
monsoon region can be explained parsimoniously by two
facts: (i) that the seasonal timing of the summer monsoon
onset differs among subregions; and (ii) that the Holocene
timing of the peak insolation anomaly is different for
different months of the year (Marzin and Braconnot,
2009).

14.2.3. Consistency of Spatial Responses
in Warm and Cold Climates

The palaeorecord shows that there are common features of
the response to climate forcing in both cold and warm

climates, and that these features can be explained rela-
tively simply. Most prominent among these is the
comparatively muted response of the tropics to changes in
forcing. At the LGM, for example, ice core (Stenni et al.,
2001; Jouzel et al., 2003; Masson-Delmotte et al., 2005),
sea-ice (Gersonde et al., 2005), permafrost (Renssen and
Vandenberghe, 2003), and vegetation data (Prentice et al.,
2000; Bigelow et al., 2003; Bartlein et al., 2010) all show
major changes in temperature in the higher latitudes
(>10�C) while both terrestrial (Farrera et al., 1999) and
marine (Ballantyne et al., 2005; MARGO Project
Members, 2009) data show comparatively small changes
in temperature (<4�C) in the tropics. Climate changes
during the glacial, associated with DeO cycles, are also
stronger in the extra-tropics than in the tropics (Hessler
et al., 2010; Harrison and Sanchez Goñi, 2010). Polar
amplification (Masson-Delmotte et al., 2006) of temper-
ature changes is also a feature of warm climates, including
the mid-Holocene, the Last Interglacial, and the mid-
Pliocene (CAPE-Last Interglacial Project Members, 2006;
Jansen et al., 2007; Miller et al., 2010), and of projected
future climates (Holland and Bitz, 2003; Masson-
Delmotte et al., 2006; Meehl et al., 2007). Polar

FIGURE 14.12 The world during the mid-Holocene (6 ka) as shown by ensemble averaged differences between 6 ka and a pre-industrial control from

coupled oceaneatmosphere climate model simulations from the Palaeoclimate Modelling Intercomparison Project (PMIP2, http://pmip2.lsce.ipsl.fr):

boreal winter (December, January, February, DJF) and boreal summer (June, July, August, JJA) mean temperature (�C) and precipitation (mm per month)

anomalies.
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amplification of temperature changes is, at least in part,
a predictable consequence of feedbacks associated with
changes in sea-ice, snow cover, and vegetation, and is
reproduced in climate models.

Palaeo-environmental data show larger changes of land
than of ocean temperatures in both cold and warm climate
intervals, and this difference is observed in both tropical
(e.g., Figure 14.13) and extra-tropical regions. Climate
model projections of the response to greenhouse gas
forcing consistently show that temperatures over land
increase more rapidly than over sea, with a ratio in the
range 1.36e1.84 independent of the simulated global mean
temperature change (Sutton et al., 2007; Crook et al.,
2011). The difference between land and ocean warming
appears to be associated with land-surface feedbacks (Joshi
et al., 2008). Analyses of palaeoclimate simulations (Lainé
et al., 2009) suggest that this ‘land/sea warming ratio’
appears to be remarkably consistent through time.

Although glacialeinterglacial temperature changes in
the tropics are comparatively muted, there are large
changes in precipitation associated with the waxing and
waning of the monsoons (e.g., Dupont et al., 2000; Weldeab
et al., 2007; Cai et al., 2010; Revel et al., 2010). The
palaeorecord emphasizes the fact that climate changes in
mid- to high latitudes are dominated by shifts in tempera-
ture, whereas changes in precipitation are the dominant

influence in tropical latitudes. The debate about polar
amplification has, to some extent, obscured the importance
of the large variations in tropical precipitation.

14.2.4. Different Spatial Scales of Response

The broad-scale patterns shown by palaeo-environmental
data at the LGM and mid-Holocene can be explained as
a consequence of changes in surface energy balance and
atmospheric circulation due to large-scale changes in
climate forcing. However, mapped patterns of environ-
mental variables always show some heterogeneity: either
individual sites that show a signal different from that
registered at nearby sites, or small-scale regional patterns
that run counter to the more zonal pattern of climate
change. This heterogeneity is frequently thought of as noise
or attributed to errors in the interpretation of the palaeo-
records or to uncertainties in dating. However, this is not
necessarily the case.

The characteristics of the sensor itself influence its
sensitivity to climate change. For example, the response of
the level of a lake to increased precipitation is determined
by the relative size and shape of the lake and of its
catchment (Harrison et al., 2002). The same change in
precipitation is expected to produce different changes in
lake level and area in nearby lakes that are otherwise
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identical, for example, if the size of the catchment differs.
Similarly, plants growing close to the limit of their range
are expected to be more sensitive to a climate change of
a given magnitude than the same plants growing in the
middle of their range (Bartlein et al., 2010). A decrease in
precipitation could lead to either an increase or a decrease
in fire depending on whether the change leads to a decrease
in the amount of fuel available or an increase in the dryness
of the fuel (Van der Werf et al., 2008; Daniau et al.,
submitted.). Changes in the oxygen isotopic composition
of ice reflect local temperatures but can also be influenced
by changes in the seasonal timing of the precipitation that
produced the ice (Werner et al., 2000; see also Lee et al.,
2008). Changes in the composition of foraminiferal
assemblages reflect the growth temperature of the assem-
blage, but may not directly reflect SST if changes in the
structure of the mixed layer have caused changes in the
depth at which the organisms live (Morey et al., 2005) or if
other environmental factors influence productivity change
(Siccha et al., 2009).

Spatial heterogeneity can also reflect the fact that
contiguous areas of climate space are not necessarily

contiguous in geographical space. This is most obvious in
areas of complex terrain, where large spatial variations of
climate occur in a limited geographical area. Physiography
exerts an additional influence on climate through its
modulation of the large-scale atmospheric circulation and
results in the occurrence of distinctly different climate
regimes in close proximity. The modern climate of the
Yellowstone area in the western USA, for example, is
characterized by a mosaic of summer- and winter-dominated
rainfall areas (Figure 14.14). During the mid-Holocene, the
vegetation record shows that sites that lie today in summer-
dominated rainfall areas showed conditions wetter than
present while sites from winter-dominated rainfall areas
showed conditions drier than present. The apparently
contradictory patterns of climate change in closely adjacent
sites shown by the palaeorecords from this region
(Figure 14.14) are nevertheless a predictable consequence of
orbitally-induced changes in the North American monsoon.
Sites fed by summer rains today received more rainfall with
the amplified monsoon, while sites that are now summer-dry
were drier still because of increased evaporation (Shafer
et al., 2005).

FIGURE 14.14 Relationship between modern climate patterns, as mediated by topography, and mid-Holocene climate changes in the northern Rocky

Mountains, USA. The left panel shows modern precipitation seasonality (ratio of total precipitation in JuneeJulyeAugust, JJA, to Decembere

JanuaryeFebruary, DFJ), where green indicates a summer maximum and blue a winter maximum. The overlain letters indicate the change in moisture, as

reconstructed from pollen data, between the early (~9 ka) and mid-Holocene (MH, ~6 ka) where W equals sites that have become wetter since the early

Holocene and D equals sites that have become drier. The right panel is a blow-up of the region around Yellowstone National Park. The direction of the

change in moisture between the MH and today is predicted by the modern seasonality. Sites that today are in the summer-dry/winter-wet region (blue)

were drier in the early Holocene, while those in the summer-wet/winter-dry region (green) were wetter, paralleling the climate changes that made the

summer-dry regions drier in the early Holocene and the summer-wet regions wetter (Source: see Harrison et al., 2003. Redrawn from Shafer et al., 2005.)
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Physiography also has an impact at larger regional-
scales. For example, lake records from the peri-Baltic
region show drier conditions during the mid-Holocene
(Figure 14.11e), and vegetation records show a more
northerly penetration of warmth-demanding forests along
the coast than in the interior of Sweden (Figure 14.11c).
The Baltic was larger than today during the mid-Holocene,
and the presence of this water body would have led to
warmer winters (thus favouring northward penetration of
temperate forest) and somewhat cooler summers with
a circulation regime that would have favoured blocking
of the Westerlies and hence increased aridity (Yu and
Harrison, 1995). Vegetation records from northeastern
North America (Figure 14.11c) show that Hudson Bay also
had a localized impact on seasonal climates (Prentice et al.,
2000; Bartlein et al., 2010). However, just as climate varies
on multiple temporal-scales, so there is variability on
multiple spatial-scales, reflecting the modulation of large-
scale controls by a hierarchy of regional and local influ-
ences. The strength of the overall climate changes may
determine the coherency of the spatial response: larger
climate changes (e.g., LGM climates) may be sufficient to
override topographic and physiographic influences.

14.2.5. Changes in Teleconnections/
Short-Term Variability

Interpretation of inter-annual/inter-decadal variability
from palaeo-environmental records is complicated by the
complexity of the climatic and environmental controls on
these sensors. One interpretative approach that has been
used is to link the observed variability in the recent past to
variations in modes of atmospheric circulation (e.g., the
North Atlantic Oscillation; ENSO; the Southern Annular
Mode) and then to interpret longer-term variability shown
in an individual palaeorecord as evidence for the
changing strength of these modes (see e.g., Bradbury
et al., 1993; Hammarlund et al., 2002; Donders et al.,
2005; Björck et al., 2006; Quigley et al., 2010). This
approach assumes that observed teleconnections are
stable through time. However, analyses of meteorological
records have shown that the strength of correlations
between specific modes and local climate variables
have changed even through the twentieth century
(e.g., Figure 14.15) and certainly over the historical
period (Cole and Cook, 1998; McCabe and Dettinger,
1998). Cole and Cook (1998; see also Cook et al., 2000)
have shown that the modern correlation between ENSO
and droughts in the southwestern USA was not present in
the early part of the nineteenth century. Climate model
simulations of the mid-Holocene response to orbital
forcing are characterized by changes in the spatial
patterns of teleconnections associated with the Arctic
Oscillation (Otto-Bliesner et al., 2003; Figure 14.16) and

somewhat weaker ENSO teleconnections than seen in
simulations of the present day (Otto-Bliesner et al., 2003;
Figure 14.16), reinforcing the idea that such linkages
are time-varying. Thus, while short-term variability in
the region directly influenced by a specific mode may
reflect changes in that mode, the use of this approach to
interpret variability in more distant regions, teleconnected
today, will lead to spurious conclusions. Furthermore, it
obscures the work that is required: namely the use of
networks of palaeo-environmental records to reconstruct
modes of climate variability through time, paralleling the
approach used with, for example, documentary evidence
to reconstruct circulation patterns during the historical
period (e.g., Luterbacher et al., 2002; Brázdil et al., 2005;
Luterbacher et al., 2010).

14.3. RAPID CLIMATE CHANGES

A common feature of palaeoclimatic time series that
appears on many different timescales (Figure 14.1) is the
frequent occurrence of rapid or abrupt changes in the level
or variability of the time series. These are also features of
great importance for future climates (e.g., Lenton, 2012,
this volume). The definition of what constitutes ‘rapid’ or
‘abrupt’ is somewhat arbitrary (Alley et al., 2002; Clark
et al., 2008), but in general includes the idea of a change
that occurs over several decades (or longer, on longer
timescales), and that persists for an interval several times
longer than the time taken for the change. The National
Research Council (US) Committee on Abrupt Climate
Change (Alley et al., 2002), in a definition adopted by the
IPCC (Meehl et al., 2007), define abrupt climate change as
one that takes place more rapidly than the underlying
forcing, pointing out that this kind of behaviour can only
occur when the climate system crosses a critical threshold
defining the limit between two different climate states. This
definition provides a theoretical basis for understanding
abrupt climate changes (see e.g., Kageyama et al., 2010)
but the rapidity of the climate change is a function of the
temporal-scale of the specific forcing involved and the
definition is thus difficult to apply in the case of palaeo-
records where the nature of the forcing is a priori unknown.
For practical reasons, many authors therefore identify
abrupt climate changes in geological records in terms of
some combination of magnitude of the change and the
rapidity with which it is accomplished (see e.g., Martrat
et al., 2004; Clark et al., 2008; Belcher and Mander, 2012,
this volume). Although rapid transitions are inevitable in
any time series that show the kind of short- or long-memory
behaviour that climate time series do, there is a particular
combination of mechanism and spatial pattern of response
that involves the Atlantic Meridional Overturning Circu-
lation (AMOC; also referred to as the thermohaline
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FIGURE 14.15 Maps of the correlations between temperature (left two columns) and the standardized precipitation index (SPI, right two columns) with

two climate-mode indices, the Southern Oscillation Index (SOI) and the North Atlantic Oscillation (NAO) over western North America. The maps show

correlations for four periods during the twentieth century (from top to bottom: 1901e1915, 1915e1945, 1955e1985, 1985e2000). The climate data are

from the CRU TS 2.0 data set (Mitchell and Jones, 2005), the SOI was obtained at http://www.cpc.noaa.gov/data/indices/ and the NAO index was obtained

at http://www.esrl.noaa.gov/psd/data/climateindices/list/. Although the sign of the teleconnections (correlations) remain constant in the ‘core’ regions of

the teleconnections (i.e., western Canada and the southwestern United States) the magnitudes and spatial patterns of the correlations vary, and in many

regions correlations change sign over the twentieth century.
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circulation, THC) that recurs frequently enough to warrant
discussion as a distinct class of climate variability.

14.3.1. Examples of Rapid/Abrupt
Climate Changes

On the longest of timescales (Figures 14.1a and 14.1b),
climatic time series can be seen to experience changes in
level (such as that around 34 Ma, accompanying the
glaciations of Antarctica) or variability (such as that at 2.6
Ma, when the oxygen isotopic variations on the 41-kyr
obliquity timescale became amplified and the repeated
Northern Hemisphere glaciations began, or about 1 Ma,
when 100-kyr variations became prominent). These tran-
sitions, which are rapid from the perspective of the
particular timescale at which they appear, tend not to
recur.

In contrast, on the millennial timescale over the past
glacial interval (~80,000 to 11,700 years ago), there is
a series of 20 instances of abrupt warming (Figure 14.1c),
followed by more gradual cooling, referred to as DeO

‘cycles’ or Greenland Interstadials/Stadials (GI/GS) (Stef-
fensen et al., 2008; Sanchez-Goñi and Harrison, 2010;
Wolff et al., 2010). Although spaced roughly 1500 years
apart, the specific length and form of the variations vary too
much for the series to be regarded as periodic. Embedded in
these variations are series of six occurrences of extreme
cooling, known as Heinrich events or stadials. The indi-
vidual warming events involved temperature increases on
the order of 10�C in Greenland, and were accompanied by
changes in climate, and in terrestrial and marine ecosys-
tems, on a global scale.

During the last deglaciation (Figure 14.1d), there was
an abrupt warming in the Northern Hemisphere ~14.7 ka,
known as the BøllingeAllerød (BA) interstadial, that was
followed by gradual cooling into the Younger Dryas
chronozone (YDC). In the Southern Hemisphere, which
had been warming gradually since the LGM (not evident
in Figure 14.1), the Antarctic Cold Reversal e an episode
of cooler temperatures e began around the time of the
BA, and lasted through the YDC. The apparent opposi-
tion in deglacial temperature trends in the two
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hemispheres is apparent in polar ice-core records
throughout the last glacial, and has been referred to as the
‘bipolar see-saw’. However, as will be discussed further
below, the majority of the variability in temperature
throughout the last glacial and into the deglaciation has
been coherent between the hemispheres (Shakun and
Carlson, 2010).

The abrupt changes apparent during the last glacial
period (between 80,000 and 11,700 years ago) are also
apparent in higher resolution marine and terrestrial records
that span the past four glacialeinterglacial cycles (Martrat
et al., 2007), and so are a pervasive feature of past climatic
variability. The particular abrupt changes of the last
deglaciation are also present in some previous glacial
terminations (i.e., Termination III, ~250,000 years ago),
and so these abrupt changes are also not unique to the last
glacialeinterglacial cycle (Cheng et al., 2009).

During the Holocene (i.e., since 11,700 years ago),
there are also examples of abrupt changes, some of these
related to deglaciation (such as the ‘8.2 ka event’ visible in
Figure 14.1d), but others related to the effects of insolation
on mid-continental aridity and the strength of the monsoon
(reviewed in Cook et al., 2008; see also Williams et al.,
2010). In general, these tend to be regional in extent, rather
than global. On the centennial and decadal timescales over
the past 1000 years, abrupt changes in the form of multi-
centennial droughts are also evident in palaeoclimatic
records (Cook et al., 2008, 2010), related to oceane
atmosphere interactions.

14.3.2. Characteristics of
DansgaardeOeschger (DeO) Cycles

The nature of the DeO events can be explored using time
series of terrestrial and marine records, and mapped
syntheses of data similar to those reviewed above
(Vogelsang et al., 2001; Voelker, 2002; Harrison and
Sanchez Goñi, 2010). A typical terrestrial (pollen) record
that spans the past glacial interval and is of high enough
resolution to reveal the structure of the DeO cycles is that
from Lago Grande di Monticchio, Italy (Allen et al., 2000;
Fletcher et al., 2010; Figure 14.17). The record shows
alternations between grassland and steppe vegetation
during the cold (GS) part of one DeO cycle, and forest,
with temperate elements during the warm (GI) part,
reflecting variation in climate between cool/dry and warm/
moist conditions (Allen et al., 2000; Fletcher et al., 2010).
This pattern is superimposed on longer-term climatic
variations related to orbital timescale variations in global
ice volume, with more steppic vegetation during cool
stages (i.e., Marine Isotopic Stages 4, MIS 4, ~74,000 to
59,000 years ago, and MIS 2, ~27,500 to 15,000 years
ago), and more forested vegetation during warm stages

(i.e., MIS 3, ~59,000 to 27,500 years ago) (see also Berger
and Yin, 2012, this volume).

These variations, which involve biome-level variations
in vegetation (as opposed to more modest changes in
species abundance), are registered in terrestrial records
globally (Figure 14.17). In the northern extra-tropics, in
particular, the difference in vegetation between a GI and GS
consists of one or more ‘steps’ along a vegetation
continuum between forest and steppe, or between tropical,
warm, temperate, or boreal forest e changes in vegetation
that encompass much of the total range of vegetation
change between full glacial and interglacial conditions.
Furthermore, the rapidity of the change in vegetation seen
in these records attests to the rapid response of vegetation to
the underlying change in climate.

The different components of the climate system adjust
to, or participate in, these rapid climate changes with very
little delay. The characteristic response of different vari-
ables can be seen by superimposing segments of (appro-
priately detrended) individual time series, aligning them
relative to key times (such as the times of the GIs and
GSs), a procedure known as superposed epoch analysis. If
there is a consistent response, then this emerges as
a distinct pattern in the average of the superimposed
series; if not, the individual events cancel one another
out, and no pattern appears. Confidence limits for the
average series can be calculated using a Monte Carlo
approach.

The NGRIP Greenland oxygen isotope record
(Figure 14.18a), an index of regional temperature (North
Greenland Ice Core Project Members, 2004; Svensson
et al., 2008), shows the characteristic saw-tooth pattern of
an individual DeO cycle, and all of the other records show
distinctive responses associated with the occurrence of
abrupt warming or cooling. The responses of all time
series to the events are non-linear (linear responses would
appear as inverted mirror images). The individual
responses to abrupt warming can be categorized as
rapid with no appreciable lag, such as those for methane
(Loulergue et al., 2008; Figure 14.18b), dust (Lambert
et al., 2008; Figure 14.18e), and biomass burning (Daniau
et al., 2010; Figure 14.18f), all influenced by the
hydrological status of the land surface, the nature of the
vegetation cover and vegetation productivity, and
progressive such as those for CO2 (Ahn and Brook, 2008;
Figure 14.18c) and N2O (Figure 14.18d), which apply to
atmospheric constituents with longer lifetimes. The
responses to rapid cooling are similarly mixed, with those
for CH4 and dust again abrupt and rapid with no lag, and
those for CO2 and N2O more gradual. There is an initial
decrease of biomass burning in response to cooling, fol-
lowed by a gradual recovery.

The superposed epoch analysis curves show that all
parts of the climate system examined here co-vary with the
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DeO events. Furthermore, the feedbacks from these
co-variations are all positive, reinforcing either the warm-
ing or cooling recorded by the ice-core records. A general
observation could be made that the response to the DeO
changes is rapid, especially for those processes where
changes in hydrology, productivity, or biophysics are
involved, and are somewhat longer for carbon- and
nitrogen-cycle related responses.

14.3.3. Mechanisms for DeO Cycles

The mechanism most often invoked for the generation of
DeO variability involves variations in the strength of the
AMOC, and the changes in ocean heat transport associ-
ated with that circulation (Rial et al., 2004; Delworth
et al., 2008). The AMOC is the vertical component of the
circulation of the North Atlantic that is driven by

increases in the density (through decreases in temperature
and increases in salinity) of surface water in the North
Atlantic and its consequent sinking (Kuhlbrodt et al.,
2007; Latif and Park, 2012, this volume). Heat trans-
ported by both the AMOC, and by atmospheric circula-
tion, into the North Atlantic ultimately warms the whole
of the Northern Hemisphere and adjacent southern tropics
(Stouffer et al., 2006; Pitman and Stouffer, 2006).
Because the AMOC is driven in part by increasing
salinity of the North Atlantic (as water evaporates from
the warm, northward-flowing Gulf Stream), the intensity
of the circulation can be diminished by increasing the
flow of freshwater into the North Atlantic from increases
in precipitation relative to evaporation, melting sea
and land ice, and from river flow into the Arctic basin
and North Atlantic. Both modelling studies and
palaeoclimatic observations suggest that the changes in

FIGURE 14.17 Vegetation changes associated with DansgaardeOeschger (DeO) cycles during the last glacial. The record from the Lago Grande di

Monticchio, Italy (Source: redrawn from Fletcher et al., 2010) shows oscillations between grassland or steppe during colder intervals and forest during

warm intervals. These changes can be related to the DeO cycles as registered by changes in d18O in the NGRIP ice core (Source: redrawn fromWolff et al.,

2010). The individually numbered DeOwarming events are also shown. The maps show the biome registered at individual sites during a single DeO cycle

(DeO 6): Greenland Stadial (GS) 6/7 through Greenland Interstadial (GI) 6 and into GS 5/6 (Source: redrawn from Harrison and Sanchez-Goñi, 2010).
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intensity can be abrupt, involving both threshold
exceedance and hysteresis (Ganopolski and Rahmstorf,
2001; Rind et al., 2001; Roche et al., 2004; Braun et al.,
2005; Rahmstorf et al., 2005; Clement and Peterson,
2008). In a typical progression through a GS and GI pair,
the AMOC gradually slows or collapses producing the
cold stadial (or Heinrich event) and then abruptly
resumes, producing the rapid warming. However, the
magnitude of the variations in greenhouse gases and dust
accompanying the abrupt warming or cooling
(Figures 14.18ae14.18e), indicates that the radiative

forcing by these controls of the energy balance, when
further amplified by, for example, water vapour, cloud,
and land-cover changes, must contribute significantly to
the amplitude of the DeO variations.

14.3.4. Spatial Patterns of DeO Cycles

As might be expected, the DeO variations are strongly
expressed in the circum-North Atlantic region, but
Figure 14.17b suggests that the variations are expressed
globally to one extent or another. There are three potential
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mechanisms for ‘transmission’ of the North Atlantic-
focused climatic variations: (i) transmission by the AMOC
itself, (ii) transmission via atmospheric circulation changes,
and (iii) transmission via changes in atmospheric compo-
sition and its influence on radiative forcing; or some
combination of these mechanisms. Transmission by
changes in the AMOC circulation is consistent with the
idea of a ‘bipolar see-saw’ in which the high-latitude
climates of both hemispheres vary in opposition with one
another. When the AMOC circulation shuts down, or
diminishes in intensity, the heat formerly transported to the
high northern latitudes would remain in the tropics (and
presumably also in the Southern Hemisphere). This
mechanism has been invoked to explain the apparent
inverse correlation between millennial-scale variations in
the Arctic and Antarctic ice cores (EPICA Community
Members, 2006). Transmission by atmospheric circulation
changes has been proposed, motivated by the large impact
that the North American ice sheet and North Atlantic sea-
ice have on atmospheric circulation of the Northern
Hemisphere, including that of the monsoon regions (Clark
et al., 2002). Although plausible changes in the Laurentide
Ice Sheet that accompany Heinrich events evoke a large-
scale response in an atmospheric model, it is not clear
whether the same responses would occur for smaller vari-
ations in the ice sheets or in a coupled atmosphereeocean
model. The potential of the third mechanism, changes in
atmospheric composition, can be seen in the superposed
epoch analysis (SEA) (Figure 14.18), where the effects of
the changes in greenhouse gases and dust accompanying
both the warming and cooling events would be almost
instantaneous (on this timescale) around the globe.

Although the polar ice core records support the idea of
opposition (and the AMOC circulation mechanism), the
latitudinal extents of the opposition cannot be ascertained
from those records alone. Analyses of networks of
palaeoclimatic time series suggest, however, that the lat-
itudinal extent of the opposition is indeed restricted. Shakun
and Carlson (2010) analysed 104 high-resolution records
(primarily marine, but including some terrestrial records)
spanning the last deglaciation and found that over 60%of the
total variability among the records had a coherent global
pattern that was similar in sign, while a hemispherically
contrasting pattern explained only 11% of the total
variability. The time series describing the expression of the
first pattern could be related to the general trend of
bothCO2 concentration and sea level over the interval, while
that for the second pattern resembled an indicator of
AMOC strength. Clark et al. (2007) examined 39 records
spanning MIS 3 and found a similar ordering of modes,
with the ‘northern’ (i.e., general global) mode again more
important than a hemispherically contrasting one. These
results support the transmission of the DeO variations by
the atmospheric circulation or atmospheric composition

mechanisms, but do not preclude a role for AMOC changes
in their origin.

14.4. BIOSPHERE FEEDBACKS

Palaeo-environmental records document large-scale
changes in vegetation, surface hydrology, and other land-
surface properties in response to changes in external
forcing. These changes tracked changes in climate with no
discernible lag, even in response to rapid climate changes
(Arneth et al., 2010; Harrison and Sanchez Goñi, 2010).
Such readjustments necessarily affected the surface-water
and surface-energy balances, leading to feedbacks to
climate at a regional scale. Biophysical feedbacks have
been identified as playing an important role in, for example,
maintaining differences in the ratio of land/sea responses to
climate forcing (Lainé et al., 2009), amplification of high
latitude climate changes (Foley et al., 1994; Ganopolski
et al., 1998; Jahn et al., 2005), and monsoon enhancement
(Kutzbach et al., 1996; Schurgers et al., 2007; Dallmeyer
et al., 2010; Dekker et al., 2010).

High latitude climate warming causes expansion of
forest at the expense of tundra vegetation. In addition to
being darker, trees shelter the surface, thus reducing the
contribution of snow cover to surface albedo and leading to
increased surface warming. The immediate effect of these
changes in albedo (and associated changes in surface
roughness and evapotranspiration rates) is large, potentially
doubling the orbitally induced warming; but perhaps
a more important consequence of such biosphere feedbacks
is on the persistence of the influence of the climate forcing.
Model-based studies have shown that vegetation feedback
leads to year-round warming (de Noblet et al., 1996;
Ganopolski et al., 1998; Wohlfahrt et al., 2004), effectively
reversing the impact of direct orbital forcing on winter
temperatures. Model-based studies of the Northern Hemi-
sphere monsoons have also shown that land-surface feed-
backs affect precipitation seasonality, prolonging the
monsoon season into the autumn when the direct effect
on insolation forcing is waning (Broström et al., 1998;
Braconnot et al., 1999; Irizarry-Ortiz et al., 2003;
Dallmeyer et al., 2010). Thus, biospheric feedback
provides a mechanism for producing counterintuitive
responses to orbital forcing.

Biophysical feedbacks have also been implicated in the
generation of abrupt responses to gradual changes in
insolation. Studies with simplified climate models, for
example, have suggested a role for vegetationeclimate
feedback in hastening the apparent collapse of the northern
African monsoon around 5.4 ka (e.g., Claussen et al., 1999,
Renssen et al., 2003), although this mechanism is not
supported by more recent simulations with coupled
atmosphereeoceanevegetation models (Liu et al., 2006,
2007; Braconnot et al., 2007b).
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Vegetation-controlled changes in atmospheric dust
concentrations have also been implicated in rapid climate
change, through both biophysical and biogeochemical
mechanisms. During Heinrich Stadials and the last degla-
ciation, for example, atmospheric dust concentration
decreased rapidly (deMenocal et al., 2000; Peck et al.,
2004; Mulitza et al., 2008), implying a rapid decay of both
its net radiative cooling effect (Claquin et al., 2003) and
the aeolian supply of iron to the Southern Ocean, which
may have increased marine export production and thus
contributed to keeping CO2 low during cold climate phases
(Bopp et al., 2003). Analyses of records of marine export
production records during the last interglacial and glacial
periods show that iron fertilization cannot explain the
initial glacial drawdown in CO2 but could be responsible
for the further 15e20 ppmv lowering that occurred during
the glacial maximum (Kohfeld et al., 2005).

Carbon cycle feedbacks involving the terrestrial
biosphere are potentially important on various timescales.
A pervasive negative feedback results from the CO2

fertilization effect on terrestrial primary production. This
effect is needed to explain the 300e700 PgC increase of
terrestrial carbon storage from the LGM to the Holocene, as
indicated by d13C in marine benthic foraminiferal tests
(Bird et al., 1996; Prentice and Harrison, 2009). This
storage increase opposed the CO2 rise, by taking additional
carbon out of the atmosphere. Rapid terrestrial biosphere
growth has also been invoked to account for the observed
(transient) dip in atmospheric CO2 concentration that
culminated around 8000 years ago, after the initial degla-
cial rise (Joos et al., 2004). On the other hand, warming
alone is expected to reduce terrestrial carbon storage (a
positive feedback: Denman et al., 2007; Dickinson, 2012,

this volume). This mechanism has been invoked to explain
the observed dip in CO2 concentration during the Little Ice
Age (Figure 14.19: Joos and Prentice, 2004; Friedlingstein
and Prentice, 2010). Furthermore, the oceanic CaCO3

compensation mechanism may partially explain the steady
(about 20 ppmv) rise in atmospheric CO2 that took place
during the Holocene, after 8 ka (Joos et al., 2004). This
mechanism involves the slow (multimillennial-scale)
response of marine CaCO3 sedimentation to the extraction
of CO2 from the oceaneatmosphere system as the degla-
ciation progressed.

Modelling of carbon cycle changes over these time-
scales has generally neglected the role of peatlands, yet
these are a significant and dynamic carbon store
(Figure 14.19). Northern peatlands cover around 4 million
km2, contain an estimated 545 PgC (Yu et al., 2010), and
also contribute as much as 5e20% of total contemporary
CH4 emissions (Zhuang et al., 2004; Denman et al., 2007;
Harvey, 2012, this volume). Peatland growth has been
estimated to produce a long-term carbon sink of 0.07e0.1
PgC per year (Dean and Gorham, 1998; Yu et al., 2010).
There was little or no peatland in the high northern latitudes
during the LGM (Figure 14.19). New peatland growth over
large areas began during the deglaciation; almost half of the
modern area of peatlands accumulated before 8 ka
(Figure 14.19; MacDonald et al., 2006; Gorham et al.,
2007; Yu et al., 2010). It has been estimated that peatland
growth prior to 8 ka sequestered about 100 PgC, potentially
contributing to the observed dip in CO2 and also to the peak
in atmospheric CH4 in the early Holocene (Yu et al., 2010).
Peatland productivity and decomposition are highly sensi-
tive to temperature changes; hence, carbon sequestration in
peatlands can vary on decadal to millennial timescales
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(Singarayer et al., 2011). Increased accumulation rates are
registered during the early to mid-Holocene thermal
maximum (e.g., Kaufman et al., 2004), for example, and
substantially reduced accumulation occurred during the
cold intervals of the Younger Dryas and the Little Ice Age
(e.g., Mauquoy et al., 2002; Charman et al., in review). The
impact of changes in peatland accumulation on climate is
uncertain because of the competing influences of changes
in C sequestration and CH4 emission and the timescales
over which these operate. Frolking et al. (2006) have sug-
gested that the initial impact of northern peatland growth is
net warming that peaks after about 50 years after peatland
initiation but remains positive for the next several hundred
to several thousand years, depending on the rate of carbon
sequestration, although in the longer term this would
change and peatlands would have an increasing net cooling
impact. However, these calculations were made without
taking into account the impact of climate variability on
peatland growth, carbon uptake, and CH4 emissions.

Analyses of inter-hemispheric gradients in ice core CH4

concentrations and carbon isotope composition (d13C-CH4)
have been interpreted as suggesting that changes in wetland
emissions drove glacialeinterglacial changes in CH4

concentration (Chappellaz et al., 1993, 1997; Schaefer
et al., 2006; Harvey, 2012, this volume). However, pub-
lished simulations to date using simple formulations of
wetland extent and emissions have been unable to reduce
wetland sources sufficiently to effect the observed changes
in atmospheric CH4 concentration (Kaplan, 2002; Valdes
et al., 2005). It has been speculated that rapid shifts in
atmospheric CH4 during the last glacial (associated with
DeO events) and after the deglaciation were caused by
changes in Northern Hemisphere wetland emissions (Brook
et al., 2000; Dallenbach et al., 2000; Korhola et al., 2010),
although this finding is not consistent with recent model-
ling experiments (Singarayer et al., 2011).

The large-scale changes in vegetation distribution and
productivity, and in fire regimes, shown on both glaciale
interglacial and millennial timescales could potentially
have had significant impacts on other biogeochemical
cycles, and most particularly on the release of atmospheric
trace gases and aerosol precursors. Model simulations show
a substantial reduction (about 40%) in non-methane
biogenic volatile organic compound emissions at the LGM,
resulting in an increased atmospheric sink for CH4 and,
thus, potentially helping to explain the reduction of
methane during glacial intervals (Valdes et al., 2005).
However, this result could be negated by the finding that
isoprene emission is enhanced at low CO2 concentration
(Arneth et al., 2010). N2O variations during warm periods
have also been tentatively attributed to changes in vegeta-
tion (e.g., Flückiger et al., 2002; Spahni et al., 2005).
Thonicke et al. (2005) suggested that biomass burning was
reduced by only 25% globally but with a marked increase

in fire in the equatorial zone. The overall reduction in
pyrogenic emissions was insufficient to explain observed
changes in atmospheric composition. However, Thonicke
et al. (2005) argued that enhanced NOx emissions as a result
of increased burning in the tropics could have increased the
oxidizing capacity of the atmosphere and helped to explain
the observed low atmospheric CH4 concentrations during
the glacial. This hypothesis has not been examined quan-
titatively. There remain large uncertainties regarding the
control of atmospheric CH4 and N2O.

Models used to project the emissions of greenhouse
gases consistent with stabilization of climate at different
levels usually assume a quasi-linear behaviour of the
climate system that does not produce abrupt changes, even
if feedbacks are considered (House et al., 2008). However,
this modelling approach would not fully account for the
observational record of the past (Alley et al., 2003; Jansen
et al., 2007), which shows that periods of stability or
gradual change (e.g., due to orbital forcing) have been
interrupted by rapid state transitions, with large-scale
warming and cooling events linked to atmospheric circu-
lation shifts that in some cases took less than a decade to
complete (Steffensen et al., 2008). Abrupt transitions and
events have occurred during periods when changes in
external drivers were much more gradual. Furthermore,
rapid changes have commonly been associated with
changes in atmospheric composition, including changes in
atmospheric concentrations of greenhouse gases (CO2,
CH4, N2O) and aerosols (e.g., black carbon, mineral dust)
that indicate changes in the land biosphere and/or the
circulation and biogeochemistry of the oceans, with the
potential to reinforce the climate change. For example,
concentrations of these three greenhouse gases closely
tracked polar temperatures during the global warming
intervals that initiated the Holocene and last interglacial
periods (EPICA Community Members, 2004). The change
in CO2, especially, was large enough to contribute
substantially to the subsequent maintenance of warm
conditions, implying a positive feedback that presumably
contributed to the rapidity of the warming (Jansen et al.,
2007). Ice core records show that atmospheric composition
has tracked changes in climate at least over the past
800,000 years (EPICACommunity Members, 2004; Spahni
et al., 2005; Lambert et al., 2008; Loulergue et al., 2008;
Lüthi et al., 2008), with the phasing of changes in indi-
vidual greenhouse gases modulated by differences in the
temporal and spatial patterning of biospheric feedbacks
(see e.g., Flückiger et al., 2002).

14.5. LESSONS FROM THE PAST FOR THE
STUDY OF CLIMATE CHANGES

The palaeorecord is rich in information, providing oppor-
tunities for exploring the mechanisms of climate changes
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and cautioning against simplistic or single-factor explana-
tions for such changes.

Climate changes impact on all aspects of the environ-
ment, which provides a wealth of different possible indi-
cators or sensors. However, each of these sensors responds
to a different set of climate controls and on different
timescales. The hierarchical nature of the climate system
means that changes in these climate controls can be brought
about in many different ways. Thus, individual sensors may
apparently display congruent or non-congruent responses
depending on how the overarching controls impact on the
direct controls of the individual sensors. The inherent
complexity of the climate system makes it important to
develop a mechanistic understanding of the direct controls
on individual sensors in order to be able to interpret the
records in terms of climate change.

The hierarchical nature of the climate system also
makes it clear that simple, single-factor climate explana-
tions for changes in palaeorecords are inherently likely to
be wrong. This point applies equally to geochemical and
biological sensors. By exploiting the fact that individual
sensors have different controls, and that no one sensor is
more closely tied to climate than any other, we should be
able to exploit multiple sensors to reconstruct a more
complete picture of the nature of climate change at any
time. As a corollary, forcing multiple sensors to reconstruct
the same climate variable (e.g., July temperature) involves
both a loss of explanatory power and an incomplete
understanding of how the climate system works.

The hierarchical nature of climate is also apparent in
terms of spatial patterns. Large-scale controls can be
registered quasi-globally, but regional atmospheric circu-
lation patterns and local factors (e.g., the presence of water
bodies, complex topography) modulate the global signal.
Processes affecting the sensor, and that themselves are
influenced by climate, may further modulate the global
signal. As a consequence of the mediation of large-scale
controls by local features and processes, climate changes
display spatial patterns at multiple scales. Furthermore,
simple patterns in climate space may not map into simple
patterns in geographical space. The ice-core records of
well-mixed greenhouse gases are an important exception,
but most records (including ice-core records of tempera-
ture) can only represent local or regional climate signals.
Consequently, iconic or ‘golden spike’ records do not
provide an adequate description of past climate changes.
Such records should not be extrapolated to continental,
hemispheric, or global-scales. Large-scale data syntheses
frequently disprove simplistic interpretations based on one
or a few sites. Large-scale, large magnitude climate
changes may produce a homogeneous response, but spatial
heterogeneity is much more common.

A further consequence of the non-stationarity and
hierarchical nature of climate is that teleconnection

patterns must vary through time. This can be verified both
in historical observations and palaeoclimate simulations.
The interpretation of palaeorecords in terms of an apparent
modern linkage to some distant phenomenon, in the
absence of a mechanistic relationship, is therefore not
justified.

Many authors have identified multiple cycles or peri-
odicities in palaeoclimate time series. However, this does
not make them real. Apparent cyclicity can be generated
by simple time series models or by data-analytic tech-
niques. While this does not preclude the existence of real
cyclicity in palaeorecords, the only periodicities that can
be explained mechanistically are those tied to orbital
forcing and the seasonal cycle. Identification of periodic-
ities does not provide insights into the mechanisms of
climate change, although understanding of the mecha-
nisms helps to distinguish between real and spurious
climate cycles.

We have shown that orbital forcing, and concomitant
re-organisation of the atmospheric and oceanic circulations,
explains many aspects of the temporal and spatial variability
of climate during the late Quaternary. Nevertheless, much
remains unclear about the detailed mechanisms by which
these initial forcings are translated into the observed patterns
of spatial and temporal variability. While it is clear that
orbital variations drive climate variability on glaciale
interglacial timescales, for example, the precise cause of
glacial initiation and the explanation of the strength of the
100 kyr cycle remain obscure. Similarly, DeO cycles are
linked to changes in the AMOC but such changes fail to
explain why this signal is quasi-global or the differences
among DeO cycles and between DeO cycles and Heinrich
events. Biosphere feedbacks are likely to play a role here,
both in amplifying the impact of relatively small changes in
forcing and, through their control of greenhouse gas
concentrations, in translating a localized forcing into a global
response. Biophysical feedbacks associated with the terres-
trial biosphere, and carbon cycle feedbacks associated with
both themarine and terrestrial biosphere, are nowbeing taken
into account in modelling. However, the exploration of how
changes in biogeochemical cycles interact with one another,
and how these changes impact on atmospheric chemistry,
offers many more possibilities for explaining observed
climate patterns. The development of Earth system models
that allow the complexity of biogeochemical cycles to be
taken into consideration is a research priority and will likely
shed considerable light on the mechanisms of past climate
changes.

The complexity of the climate system, the multiple
inter-linkages between different components, the existence
of feedbacks, and the high degree of spatial and temporal
variability, all militate against explaining past climate
changes from observations alone. The use of a hierarchy
of mechanistic models in conjunction with appropriate
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large-scale syntheses of data is the best way forward.
Although this approach is often advocated, it has rarely
been practised.

14.6. LESSONS FROM THE PAST FOR
FUTURE CLIMATES

The palaeoclimate record shows climate variability well
outside the range seen during the twentieth century, or
indeed during the last two millennia. This means that the
recent period does not provide an adequate sampling of
how climate behaves. Changes in the controls of climate in
recent decades, and those expected during the twenty-first
century, exceed those of the last two millennia but are
comparable in magnitude to changes seen on longer
palaeoclimate timescales. Thus, on the one hand, past
climate provides insights into mechanisms that cannot be
studied in the historical past and, on the other hand,
includes changes that are comparable in magnitude (though
not cause) to future climate changes.

Changes in forcing that drive natural climate variability,
and give rise to natural climate cycles, will not offset the
impacts of anthropogenically induced climate changes.
Ongoing changes in orbital parameters, for example, would
not be expected to trigger the next ice age for 50 kyr
(Berger and Loutre, 2002). Cyclicity on non-orbital time-
scales is not supported by the palaeoclimate record, and
thus cannot be invoked as a potential mechanism to offset
anthropogenically induced changes.

Nevertheless, the palaeoclimate record does show
instances of short-term and rapid climate changes, both
during cold-climate and warm-climate states. Evidence
suggests that the MOC is weakening and will continue to
do so, but it is unlikely that the MOC will collapse during
the twenty-first century. Thus, the DeO cycles do not
provide a guide to what might happen in the future.
However, the palaeoclimate record shows that rapid re-
organisations of the climate system trigger adjustments in
biogeochemical cycles on timescales of decades to centu-
ries. Thus, any mechanisms that generate rapid climate
changes in the future will evoke a range of feedbacks that
could substantially amplify the initial climate change, as
they have in the past. Furthermore, these feedbacks have
the potential to translate regional forcings into quasi-global
responses.

Feedbacks play an important role in generating some of
the large-scale patterns seen in simulations of future

climate, most noticeably the fact that the high latitudes
warm considerably more than other regions. The palaeo-
climate record shows that the amplitude of climate
variations at high latitudes was greater than that at low
latitudes during both the mid-Holocene and the LGM.
This suggests that polar amplification is a pervasive feature
of the climate system. In both future and palaeoclimate
simulations, this high-latitude warming is triggered by
feedbacks associated with changes in the extent of sea-
ice and biophysical changes in land-surface properties.
However, the palaeorecord indicates that further amplifi-
cation of the signal is likely through changes in the carbon
cycle, in particular through changes in methane emissions
from peatlands.

The ice-core record shows that atmospheric CO2 has
varied over a narrowly defined range (~180e280 ppmv) on
glacialeinterglacial timescales. The terrestrial biosphere
takes up CO2 during warming intervals, and thus opposes
the observed trend, so the mechanism must lie in changes in
the ocean carbon cycle. Although the details remain enig-
matic, the asynchronous responses of the terrestrial
biosphere and CaCO3 compensation in the ocean broadly
explain Holocene changes in CO2. Furthermore, palaeo-
observations in conjunction with biogeochemical model-
ling experiments place limits on the possible impact of
ocean fertilization on glacialeinterglacial timescales.
While our incomplete understanding of the carbon cycle on
palaeotimescales suggest a need to exercise caution when
interpreting projections of future changes, the palaeorecord
supports model results that indicate that afforestation/
reforestation on land and iron fertilization of the ocean have
a strictly limited role to play in mitigating future changes in
CO2 (House et al., 2008). Furthermore, CaCO3 compen-
sation operates on multimillennial timescales and so will
not mitigate anthropogenic changes in CO2 on centennial
timescales.

The palaeorecord provides insights into the mecha-
nisms of climate change that have direct relevance of our
understanding of likely future climate changes. Palaeo-
climate data, however, also have an additional role to
play through the evaluation of state-of-the-art climate
and Earth system models. This is best done through
confronting model simulations with well-documented
global-scale reconstructions of climate or environmental
data (see e.g., Figure 14.20); such comparisons can
provide a quantitative assessment of individual model
performance, discrimination between models, and

FIGURE 14.20 Comparison of reconstructed and simulated mean temperature of the coldest month (MTCO), accumulated temperature above 5�C
during the growing season (GDD5), and plant-available moisture as measured by the ratio between actual and potential evapotranspiration (alpha) at 6 ka

and 21 ka. The reconstructions are from Bartlein et al. (2011) and the simulations are an ensemble average of the coupled oceaneatmosphere simulations

runs in PMIP2 (Braconnot et al., 2007a). The ensemble-average simulations show anomaly patterns that are much smoother than the reconstructions. The

reconstructions include spatial variations of climate that are not realizable in the simulations because of the coarse resolution of the models and the

averaging across models.

=
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diagnosis of the sources of model error. The Palaeo-
climate Modelling Intercomparison Project (PMIP) is
coordinating the systematic use of the palaeorecord for
climate model evaluation at an international level.
This evaluation should inform model development or
improvement by individual modelling groups and iden-
tify high-impact priorities for data gathering and
synthesis.
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