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Introduction

Data describe, models explain. Both are required to document
and understand the past variations of Earth’s climate, and
to help address the present problem of assessing climate
change that may result from human activities. Models (for
the most part conceptual as opposed to numerical) have long
been applied for understanding climate variations during the
Quaternary. Indeed, over a century ago, in a set of papers
that contributed to the foundation of scientific method in the
geosciences (multiple working hypotheses),T.C. Chamberlin
(1897, 1899)provided a comprehensive conceptual model
for explaining long-term climatic changes that is remark-
ably modern in some of its elements. What is regarded
as a “climate model” today is generally a computerized
numerical representation of the physical processes involved
in the climate system, but conceptual models still play an
important role in paleoclimate research. Whenever any kind
of paleoclimatic data is interpreted, either quantitatively or
qualitatively, some kind of model is invoked.

Paleoclimatic data (of the kinds reviewed in this volume)
and climate models play a complimentary role in under-
standing climate change. The data record how climate has
changed, but data alone cannot provide an unambiguous
explanation of why a particular climate state occurred or
changed. This situation arises because most climatic varia-
tions recorded geologically have multiple, hierarchial causes
(e.g. there is more than one way to create drought in a region)
and because environmental subsystems display generally
nonlinear responses to climate. Consequently, multiple
cause-and-effect pathways can produce the same response in
a paleoclimatic indicator. This indeterminacy of the “climate
signal” is mitigated somewhat by considering networks of
paleoclimatic data and by examining multiple indicators at
individual sites, but such “multi-proxy mapping” cannot in
itself eliminate the indeterminacy.

Models based on physical principles (or widely accepted
empirical representations of those physical principles) do
have the potential to provide mechanistic explanations of past
climatic variations, provided they are known to work, are ap-
plied in an appropriately designed experiment, and (perhaps
most importantly) explicitly account for all of the compo-
nents of the climate system that are involved in a particular
climate change. Although comprehensive models of the cli-
mate system and its individual components (the atmosphere,
oceans, biosphere, hydrosphere, and cryosphere) are evolving
rapidly, the development of a comprehensive model that can
simulate the temporal and spatial variations of climate on

both global and local scales, using as input only the records
of the external controls of climate (i.e. an “Earth-system
model”), is perhaps a decade away. The indeterminacy of the
data and the present limitations of the models thus dictate
a synergistic approach for understanding climate variations
that relies on integrating paleodata with paleoclimate model
simulations.

In this chapter we review the process of climate-system
modeling and present a taxonomy of the models recently
applied in the study of Quaternary climate change and
variation. We also briefly trace the development of climate
modeling since the 1965 INQUA volume and its companions
were published. A synopsis of climate-modeling results
for North America is provided, and we conclude with a
discussion of some the emerging issues in the application of
models for understanding climatic variations.

Climate-System Modeling

Many conceptual and numerical models that describe the
workings of the climate system and its components have
been developed, and there probably are as many taxonomies
of those models as there are reviews of them. Primary
reviews of climate modeling in general includeTrenberth
(1992), McGuffie & Henderson-Sellers (1997), andRandall
(2000). Substantial information for paleoclimate modeling
in particular can be found in chapters byCrowley &
North (1991, Chaps 1 and 2),Kutzbach (1992), andPeteet
(2001). Saltzman (2002)provides a coherent framework for
understanding past, present and future climatic variations.
Earlier modeling reviews include those bySchneider &
Dickinson (1974), NRC (1974), Hecht (1985)andKutzbach
(1985). Because no two sources classify climate models or
modeling studies in the same way, the task of providing an
overview of the field is complicated. One way to organize a
discussion of climate models and their application (climate
modeling) is to consider first the nature of the climate system
and what controls its variations through time, and then to
describe a few large classes of climate models and their
applications.

Traditional definitions of climate are typically couched in
statistics. For example, climate can be thought of as “. . . a set
of averaged quantities completed with higher moment statis-
tics (such as variances, covariances, correlations, etc.) that
characterize the structure and behavior of the atmosphere,
hydrosphere, and cryosphere over a period of time” (Piexoto
& Oort, 1992), or, less explicitly, as “. . . the synthesis of
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weather in a particular region.” (Hartmann, 1994). Such
statistics-based definitions are being replaced in practice
(e.g. IPCC, 2001) by one in which climate is regarded as the
collection of individual environmental components (jointly
theclimate system), and the record of their interactions and
variations through time.

Although the number of major components of the climate
system is relatively small, the number of variables that
describe these components is quite large, making a full cat-
aloging of the climate variables that might be represented by
models tedious and not very informative. However, the many
variables involved in fully describing the climate system gen-
erally fall into one of three categories (Saltzman, 2002): those
that describe the external forcing of the system (boundarycon-
ditions), those that describe the slowly varying aspects of the
system (e.g. the size of ice sheets) that have traditionally been
the focus of Quaternary paleoclimatology (slow-response
variables), and those that describe the internal variables that
are ordinarily thought of as weather (fast-response variables).
A fourth category of variables, which we callsubsystem
variables, describes the state and function of the many
environmental subsystems that are governed by climate and
which provide paleoclimatic evidence or “paleodata” (Fig. 1).

Fig. 1. The climate system (after Fig. 5–3 inSaltzman, 2002). The variables that describe the external forcing of the system (or
boundary conditions) directly or indirectly influence the slow-response, fast-response, and environmental-subsystem variables,
which in turn influence each other and determine the state of the climate system as a function of longitude, latitude, elevation
and time. The arrows labeled “fields” indicate that one set of variables influences the other through patterns of atmospheric
circulation, moisture and heat, while those labeled “fluxes” indicate that one set of variables influences another through the
transfer of mass and energy. The dashed arrows indicate that the influence of the fast-response variable on environmental-
subsystem variables is currently unidirectional in climate models, but that eventually environmental-subsystem variables will
interact with the fast-response variables as climate models develop.

Climate-System Variables

Boundary Conditions

In theory, the external controls of climate (or boundary con-
ditions, a term borrowed from numerical analysis) include
variables beyond the influence of climate. Such boundary
conditions include: (1) the latitudinal and seasonal distribu-
tion of insolation (incoming solar radiation), as determined
by variations in solar output and the elements of Earth’s
orbit; (2) the configuration of continents and ocean basins
including their topography and bathymetry, and the location
of mountain chains and gateways between ocean basins; (3)
the abiotic component of atmospheric composition, as deter-
mined by volcanic emissions; (4) a small flux of geothermal
heat; and (5) human activities not controlled by climate. In
practice, what is regarded as an external control as opposed to
an internal response depends on both the experimental design
of a modeling study and the timescale that it focuses on.
Ice sheets, the terrestrial biosphere, and ocean temperature
and salinity, for example, are most appropriately regarded as
variables internal to the climate system. The areal extent and
volume of the major ice sheets are ultimately controlled by
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external forcing and (over long time spans) can be thought
of as an index of the internal state of the climate system. On
century-to-annual time scales, however, the sizes of the ice
sheets are comparatively constant. In simulations of partic-
ular times (e.g. the Last Glacial Maximum) or of sequences
of times that are century in length or shorter, the ice sheets
can therefore be regarded as one of the external controls
that must be “prescribed” (or specified ahead of time) in
those simulations. The same is also true for the temperature
of the deep ocean and the components of atmospheric
composition.

Slow-Response Variables

The slow-response variables of the climate system include
ice sheets, large ice shelves, crust and mantle deformable
by ice sheets, sea level, temperature and salinity of the deep
ocean and the long-term state of its thermohaline and hor-
izontal circulation, and slowly varying reservoirs involved
in biogeochemical cycling that determine atmospheric
composition. These slowly varying components are most
often visualized as time series (as opposed to sequences of
maps), and together describe the state of the climate system
on century and longer time scales. As is the case for the
boundary conditions, the particular role of these variables
in climate models can be ambiguous and depends on the
specific model and experimental design.

Fast-Response Variables

The three-dimensional states of the atmosphere, land and
ocean surfaces are represented by the fast-response variables.
For the atmosphere, the key properties that are either observed
or simulated include the distribution of temperature, pres-
sure, wind and moisture (including clouds), and its trace-gas
and mineral-aerosol composition. At the surface, the fast-
response variables include seasonally varying sea-ice extent,
soil-moisture content, vegetation cover (including evapotran-
spiration rate, rooting depth, and albedo), and the temperature,
depth and other physical and biological characteristics of
the mixed layer of the ocean. On the shortest of time scales
(hours-to-days) the fast-response variables can be thought of
as describing the weather. In most instances, the fast-response
variables are visualized using maps or sequences of maps
such as those commonly used in weather forecasts.

Subsystem Variables

A large number of environmental systems and processes
respond to variations of climate, and many of these, like
those included in the terrestrial or marine biospheres, or
surficial hydrologic systems, also provide the principal lines
of paleoclimatic evidence that are used to reconstruct past
climatic changes (Bradley, 1999). These systems have many
variables, including some that play a role in the interaction

and feedback between the atmosphere and the surface (and
might therefore be thought of as fast-response variables), and
some that are dependent on climate but do not feed back to the
climate system except in limited ways. There is no common
mode for the visualization of these subsystem variables.

Some variables are not easily categorized. Vegetation, for
example, plays a key role in the instantaneous coupling of
the atmospheric boundary layer and land surface by control-
ling the exchanges of energy and moisture. The rates of these
exchanges depend on the structure of the vegetation and on
the states of the atmosphere and underlying soil (including
atmospheric humidity, wind, net radiation at the surface and
soil-moisture availability) that together influence plant phys-
iology (e.g. stomatal conductance). It was formerly thought
that vegetation structure responds slowly to climate changes
(on the order of hundreds to thousands of years), placing it
in the category of slow-response variables. It is now clear
that vegetation structure responds rapidly to climate changes
over time spans of years to decades (Tinner & Lotter, 2001;
Webbet al., this volume). Soils are dependent on climate and
vegetation, but also have strongly expressed geological and
geomorphic controls. Key attributes of the soil such as water-
holding capacity (WHC) may be dominated by parent material
(as in arenaceous soils), and so WHC might be regarded as a
boundary condition; in other situations WHC is dominantly
controlled by soil morphology, and hence acts like a slow-
response variable. The particular category a variable falls into
is thus largely dependent on context, location and scale.

The Climate-Modeling Problem

The ultimate goal of climate modeling is to consider simul-
taneously the first three groups of variables listed above, and,
as necessary, also to treat the other environmental systems
that depend on climate (e.g. those described by the fourth
group, the subsystem variables) – all in order to provide both
a description and an explanation of the variations of climate
through time. The result of modeling may be a single map
or a series of maps or one or more time series. One can
decompose the basic problem of climate modeling into a se-
quence of tasks: (1) use the record of boundary conditions to
simulate the time history of the slow-response variables, (2)
use the boundary conditions and state of the slow-response
variables to simulate the fast-response variables, and (3) use
the fast-response variables to understand and simulate the
environmental subsystem variables.

Climate Models

Climate models can be classified by describing the particular
applicationsto which they are put (e.g. simulating the varia-
tions of the second-through-fourth set of variables described
above), or by describing thecomprehensivenessof different
models – the number of processes and major components of
the climate system they include and the (temporal and spatial)
resolution at which those processes and components are
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represented. These classification schemes provide different
ways of organizing the various models and are applicable to
both conceptual and numerical models. Here we emphasize
numerical models, but we do not underestimate the necessity,
utility, and power of conceptual models.

Model Applications

Most applications of numerical climate models can be cate-
gorized as having one of three general goals: (1) simulating
the evolution over time of the climate system or one of its
major components; (2) simulating the spatial patterns of
climate-system components; and (3) simulating the detailed
function of a single component or process. However, the
present trends in climate-model development, which are
leading to more comprehensive models of the climate system
(see below), are in fact aimed at blurring the distinction
among these applications.

Time-Evolution Applications

Numerical climate models have been developed to simulate
the evolution of climate over a range of time scales from ge-
ological (i.e. those that treat Cenozoic cooling or the onset of
Quaternary glaciation) to inter- (and intra-) annual variations,
as well as the trends in climate over the past several millennia
(seeCrowley & North, 1991, Chap. 1). The main goal of
time-evolution modeling experiments is to simulate some
macro-scale feature of the climate system, such as global ice
volume or hemispheric-average temperature, using the record
of external controls of climate as input (e.g.Birchfieldet al.,
1994). Models used in simulating time evolution commonly
represent components of the climate-system at low resolu-
tion, as in box models or energy-balance models that include
representations of continental and marine reservoirs or
active layers without being spatially explicit (e.g.Harvey &
Huang, 2001).

Spatial-Pattern Applications

Models that focus on simulating the spatial patterns of climate
include general circulation models (GCMs) and spatially
resolved energy-balance models (EBMs) that include real-
istic geography (Crowley & North, 1991, Chap. 1). General
circulation models, which simulate the three-dimensional
structure of the atmosphere, ocean and land surface on time
steps of minutes to hours, were originally developed for
operational weather forecasting. The models continue to
evolve and the operational models being run, for example, by
the National Oceanic and Atmospheric Administration and
the European Center for Medium-Range Weather Forecasts
are now also being used for “reanalysis” projects (Kistler
et al., 2001) an approach in which observed parameters of
global weather (e.g. atmospheric soundings), sea-surface
temperatures (SSTs), and ice cover are incorporated into

GCMs, which then provide simulations of the 3-D structure
of the atmosphere and state of the land surface.

The acronym “GCM” is often being taken to mean “global
climate model.” A true global model, however, would be
one in which all “internal” climate system components (i.e.
variable groups 2 through 4 above) are explicitly represented
(as opposed to being prescribed). Global climate models
now exist in preliminary form as “EMICs” (Earth-system
Models of Intermediate Complexity;Claussenet al., 2002).
In practice, the extent to which other components of the
climate system are included in a GCM (in addition to the
atmosphere and land and ocean surfaces) is represented by
additions to the GCM acronym. For example, AOGCMs
include explicit representation of a three-dimensional ocean,
while AVGCMs not only represent the regular physiological
variations that must be included in any GCM, but also allow
for variations in vegetation structure (Sellerset al., 1997). As
more interactive components are added to GCMs, they will
gradually evolve toward full Earth-system Models (ESMs).

An important aspect of both GCMs and EBMs is their
potential for simulating climate variables that may be crucial
for understanding the response of particular paleoclimatic
indicators to climatic variations. For example, many terres-
trial subsystems (vegetation, lakes) are governed directly by
the surface water and energy balances, or by “bioclimatic
variables” (e.g.Prenticeet al., 1992), as opposed to standard
climate variables like temperature and precipitation. The
former, mechanistic, variables are not commonly observed,
or may indeed be unobservable, especially over regional
scales. The potential for GCMs and EBMs, along with
process models, to simulate presently unobservable variables
also contributes to understanding the mechanistic controls of
the variations in paleoclimatic indicators.

Simulation of the time-evolution of the climate system
can also be approached by conducting a series of spatial-
pattern simulations, or “snap-shots,” wherein the boundary
conditions at a number of key times are established from
the geologic record and are used to initialize models that
produce “equilibrium” simulations for those times (e.g.
COHMAP Members, 1988; Valdes, 2000; see alsoPeteet,
2001for a discussion of the distinction between “snap-shot”
and “sensitivity-test” experimental designs).

Subsystem (Process-Model) Applications

Models that attempt to represent the variables that describe
individual environmental subsystems are often called “pro-
cess models” inasmuch as they are designed to incorporate,
either explicitly or implicitly, the actual climatic mechanisms
that govern a subsystem such as a watershed, lake, or plant.
We exclude from this category statistical relationships that
are developed by screening a large number of potential
predictors of the distribution or variation of some paleocli-
matic indicator, but which do include statistical relationships
between predictors and mechanistically related responses
(i.e. using mean July temperature or growing-degree days as
a proxy for the heat and energy requirements of plants). Many
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process models exist and we do not attempt an exhaustive
review here. Process models range in scope (and scale of
application) from those that represent the dynamics of ice
sheets (e.g.Marshall, 2002) or global vegetation patterns to
those that simulate the responses to climate variations within
individual watersheds, lakes, or forest stands.

Many subsystem process models are run in a “stand alone”
or “off line” mode in which the there is no feedback with the
climate model and input for the models is derived from the
output of climate simulations. Process models are generally
applied to individual points, such as a particular lake or for-
est stand, but they can also be run over a global network of
sites or grid points, thereby producing simulations that are
comparable with the spatial-pattern applications of global or
regional climate models. Examples include equilibrium vege-
tation models (e.g.Harrisonet al., 1998; Prenticeet al., 1992)
and ice-sheet mass-balance models (Pollardet al., 2000), ap-
plied over a grid, that use the results of a paleoclimatic simula-
tion as input. The individual model grid points do not commu-
nicate with one another as they do in an AGCM or AOGCM.

Model Comprehensiveness

A second way to classify climate models is by their compre-
hensiveness or scope, as was done byClaussen (2001)and
Claussenet al. (2002) (Fig. 2). Claussen (2001)considers
three attributes or axes: (1) the degree of modelintegration,
or the number of interacting components of the climate system
that are coupled within the model; (2) the number of processes
explicitly simulated in the model, which can also be thought
of as the cumulativedimensionof the model; and (3) the detail
of description in both time and space, commonly thought of as
modelresolution(Fig. 2). Highly integrated models account
for the interactions and feedbacks among multiple compo-
nents of the climate system, like the atmosphere, ocean, and
terrestrial biosphere. In contrast, less integrated models ex-
plicitly represent one component (e.g. the atmosphere in an
AGCM), and “parameterize” (or represent by very simple,
sometimes empirically based relationships) the behavior of
others (like the ocean and land surfaces in an AGCM). Models
that represent many processes in a spatially explicit way (e.g.
multiple-layer soil-moisture storage simulation) have higher
cumulative dimensionality than others that include fewer pro-
cesses in a more generalized way (e.g. the single-layer or
“bucket” approach to soil-moisture storage). The third dimen-
sion of Claussen’s scheme, resolution, which has always been
limited by computing resources, is easiest to envision.

When individual models are placed in Claussen’s
three-dimensional framework, several clusters emerge:
(1) conceptual models that are of low spatial resolution
(treating, for example, the whole Earth or greatly generalized
continents and oceans) and in process dimensionality; (2)
elemental (or low-dimensional) models of an individual or
small number of the major components of the climate system;
(3) EMICs, which are spatially explicit, and often represent
multiple components, but generally at low spatial resolution
(Claussenet al., 2002); and (4) comprehensive models,

Fig. 2. Classes of climate models plotted in a three-
dimensional space that describes model comprehensiveness
(after Claussen, 2001; Claussen et al., 2002). The box is
defined by the degree of model integration, or the number
of interacting components of the climate system that are
coupled together in the model, the number of processes
explicitly simulated in themodel, and the detail of description
in time and space, commonly thought of as the resolution of
the model. The gray shadows on the wall of the box represent
the projections of each cluster of models. ESMs are shown
using dashed lines because they currently do not exist.

such as high-resolution “coupled” GCMs (Grassl, 2000).
(Claussenet al. (2002)recognized clusters 1, 3, and 4, but we
found enough differentiation among models to add cluster
2.) We also show a fifth cluster inFig. 2 (represented by
dashed lines) to illustrate the position of a full Earth-system
model (ESM).

In a progression of models across the three-dimensional
space that defines comprehensiveness, the complexity of
the models is measured to a large extent by their resolution
and by the number of individual climate-system components
described. This progression, however, is not a measure of the
worthiness or value of the models. For example, conceptual
models, which could be viewed as simple pencil-and-paper
“thought experiments,” are actually among the more so-
phisticated of models in use in Quaternary science, whereas
GCMs, which appear to be exotic and computationally
demanding, are actually familiar to us as the source of
day-to-day weather forecasts.

Conceptual Models

Conceptual models include ideas and facts that we know are
true (or that we are pretty sure are true, e.g. that Earth has
experienced repeated glacial/interglacial variations during
the Quaternary, related in some way to orbital variations), but
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they also include basic statements about how things work,
often phrased in terms of hypotheses. Conceptual models
are the oldest and most frequently applied kind of model
used for understanding past climatic variations. The models
are routinely applied by Quaternary scientists when looking
at “raw” paleoclimatic data, no matter what kind (geologic,
geomorphic, sedimentologic, paleoecologic, isotopic, etc.).
Inasmuch as they often consider the Earth system as a whole,
conceptual models cover the entire range of integration in
the climate-model comprehensiveness space.

As will be illustrated in the next section, conceptual mod-
els can take the straightforward form of an annotated list of
potential controls of climatic variations (e.g.Mitchell, 1965),
but most consist of a description of processes and interac-
tions usually applied to a common sequence of events (e.g.
Ruddiman, 2003). The common medium for reporting these
models is a commentary inScienceor Nature (e.g. Clark
et al., 2002) or the summary chapter of a proceedings volume
(e.g.Alley et al., 1999; Stockeret al., 2001). These latter dis-
cussions are most always supported by a number of less con-
ceptual, more explicitly numerical modeling studies. Appli-
cations of conceptual models span the full range of temporal
and spatial scales in Quaternary paleoclimatology and address
issues that range from the question of why there are ice ages at
all, to what controls individual wiggles in a single time series.

Some conceptual models are expressed numerically.
Examples include theImbrie & Imbrie (1980)or Paillard
(1998) models of glacial/interglacial variations in which
global ice volume is related to insolation through simple
differential equations, with the specific form of the relation
determined by the state of the climate system (as represented
by ice volume) in a geologically reasonable fashion.

Elemental (or Low-Dimensional) Models

The second cluster includes models that numerically
represent one or more components of the climate system
in some kind of elemental or single-component fashion,
and have lower spatial resolution, integration, or process
dimensionality compared with models that are more compre-
hensive. This simplification results in lower computational
demands (again relative to more comprehensive models).
The number of models that potentially can be assigned to
this cluster is quite large. The models range from highly
spatially aggregated energy-balance models – like those of
Budyko & Sellers (Budyko, 1982), which attempt to simulate
global-average temperature from first principles and can be
implemented with spreadsheet software – to spatially explicit
energy-balance models like that ofCrowley & North (1991).
This cluster also includes simulating the slowly varying
components of the climate system that must be viewed over
relatively long time spans (Saltzman, 2002).

So-called “box models” (e.g.Toggweiler, 1999) in which
a few very large-scale geochemical reservoirs (and the flows
among them) are simulated are also included in this cluster,
as are models that feature coupling between components of
the climate system such as the atmosphere and ocean, but for

only part of the globe (e.g. the tropics, as inClementet al.,
2001). Elemental or low-dimensional models have also been
used extensively to assess potential future climate changes
(e.g.Houghtonet al., 1997), and to estimate of the sensitivity
of global climate to carbon dioxide variations (e.g.Berger
et al., 1998; Harvey & Huang, 2001).

EMICs (Earth-System Models of Intermediate
Complexity)

The cluster of models described as EMICs occupies an
important position in the continuum of climate-model com-
prehensiveness because it offers a bridge between simple,
low-resolution models and more comprehensive spatially
explicit models (Claussenet al., 2002). In some ways, EMICs
are very low-resolution AOVGCMs; in other ways, they
are simple, low-dimensional models (like EBMs) to which
some kind of simplified depiction of atmospheric circulation
dynamics has been added. Fundamentally, EMICs simulate
the interactions among more components of interest than can
be done with the current generation of AGCMs or AOGCMs.
The low spatial resolution of the EMICs, and the “parameter-
ization” of many processes explicitly represented by GCMs,
permits very long simulations of the temporal evolution
of climate – an advantage over “snap-shot” simulations.
Similarly, when used in “sensitivity-test” mode, EMICs allow
a large number of combinations of inputs or parameters to be
explored.

Comprehensive Models – GCMs

The fourth cluster of climate models includes those that
attempt to simulate the three-dimensional structure of the cli-
mate system and its variation over time. This cluster is exem-
plified by general circulation models (Randall, 2000), which
in the current generation, include coupling among one or
more climate-system components (although not as in as many
combinations as the EMICs). In the most common form of
application to paleoclimate, GCM experiments are designed
by providing a set of boundary conditions of interest (such
as insolation, atmospheric composition or the distribution of
ice sheets), and the resulting simulations are analyzed as a
sequence of gridded observations of a set of climate variables.

In practice, GCMs are less integrated than the EMICs,
owing to the smaller number of climate-system components
that are directly coupled. They do, however, define the
cluster of models that currently have the highest resolution
and greatest number of explicitly represented physical
processes among the several that we have described. GCMs
play a major role in the assessment of potential future
climate changes because they are able to provide spatially
explicit simulations of climate under different scenarios of
atmospheric trace gas and aerosol composition.

GCMs have been applied in sequences of “time-slice”
or snapshot simulations (i.e.Charbitet al., 2002; COHMAP
Members, 1988; Valdes, 2000), with the goal of revealing the
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mechanisms responsible for the regional patterns of climate
change. Suites of models have been run under the same
set of boundary conditions (i.e.Joussaumeet al., 1999) to
understand the role (if any) that the structures of individual
models play in adequately simulating past climates. Both
kinds of studies have featured comparisons with synthesis
of paleoclimatic data (Kohlfeld & Harrison, 2000). Such
comparisons have implicated the absence of feedbacks
among components of the climate system in the mismatches
between simulations and observations (Harrisonet al., 2002).

Regional climate models (RCMs) can be viewed as a
subset of the GCMs, and have a relationship to regional or
“fine-mesh” weather forecasting models that parallels that
of GCMs to global forecasting models. Regional models
require “lateral boundary conditions” – a temporal sequence
of three-dimensional fields of variables describing the
atmosphere and surface (i.e. SSTs) that are usually provided
by a GCM simulation. Regional models can be considered
to be “nested” within the lower-resolution global model
in that the driving GCM fields are ingested by the RCM
along the model’s boundary. Compared with GCMs, RCMs
allow more spatially explicit simulation of the sensitivity of
regional climate and subsystems to large-scale atmospheric
controls (Hostetler & Bartlein, 1999). GCMs further allow
evaluation of surface-atmosphere feedbacks, such as those
associated with large lakes (Hostetleret al., 2000), that are
not resolved in coarser-resolution GCMs.

Comprehensive Models – ESMs

GCMs are evolving toward greater comprehensiveness
through the development of coupled models that include,
for example, explicit representation circulation of the ocean
(i.e. AOGCMs), and the terrestrial biosphere (AVGCMs).
Coupled models will eventually fill in the region in model
continuum now occupied mainly by the EMICs, and
will extend into a presently unoccupied region of highly
integrated models that incorporate many processes on a high-
resolution grid. However, because of computational limits on
comprehensive-model simulations, models that feature cou-
pling between a small number of climate-system components
will be the rule for the near term. Ultimately, however, “super-
GCMs” (Saltzman, 2002), coupled with models of slowly
varying components of the climate system, will form a true
climate-system model (CSM), or Earth-system model (ESM).

VII INQUA Congress (1965)

The seventh congress of the International Association for
Quaternary Research marked a stage in understanding of
climate variations in general, and paleoclimate modeling in
particular. The congress took place at an interesting time,
because both plate-tectonic theory and the astronomical
(Milankovitch) theory of climate change emerged in their
present forms and evolved over the following decade, as did
the fuller depiction of the climate system and its variations

and controls that by 1974 resulted in the National Research
Council reportUnderstanding Climatic Change, which is
essentially modern in its scope and outlook.

The principal materials related to climate modeling
from the seventh congress include reviews byBroecker
(1965) and Mitchell (1965) in the Wright & Frey (1965)
“INQUA volume,” and a 1968 volume in theMeteorological
Monographsseries (Causes of Climatic Change; Vol. 8,
Number 3), which was edited by Mitchell. Several other
proceedings volumes were also published, but the majority
of papers or chapters with climate modeling content are
found in the volumes edited by Wright, Frey, and Mitchell.

The Wright & Frey (1965)volume,The Quaternary of
the United States, focused on the paleoclimate of the United
States, and as a consequence it does not offer a comprehensive
review of the fields of paleoclimatology or climate modeling
of the time. It can be supplemented, however, by nearly con-
temporaneous books byLamb (1966)andBudyko (1982, a
summarization of his earlier work). With the organization of
the Intergovernmental Panel on Climate Change in 1990, the
publication of proceedings from NATO Advanced Study Insti-
tutes (e.g.Berger, 1980), and joint U.S./USSR syntheses (e.g.
Porter, 1983; Velichkoet al., 1984; Wright, 1983) and reports
(MacCrackenet al., 1990), the study of global climate change
was shown to be truly global in perspective and participation.

Climate Modeling in the VII INQUA Congress Materials

With the exception of EMICs, it is possible to see the same
classes of models we described above both in the INQUA
publications, and in journal articles not part of the formal pro-
ceedings but related to the scientific threads of the meeting.

Conceptual Models

Mitchell’s review of the causes of climate change in the
chapter “Theoretical Paleoclimatology” in theWright &
Frey (1965)volume represents a comprehensive listing of
the conceptual models of Quaternary climate variations that
were current at the time (see Mitchell’s Tables 1 and 2). The
particular “causative factors” and the mechanisms through
which they control climate reviewed include:

(1) Autovariation, or internal variations of the climate
system stemming from its highly nonlinear nature.

(2) Air-sea interaction, including the role of the thermo-
haline circulation in transporting heat throughout the
climate system.

(3) Continental drift, which Mitchell viewed as an
indirect cause of Quaternary glaciation.

(4) Orogeny and continental uplift, and their potential ef-
fects on large-scale atmospheric circulation patterns.

(5) Carbon-cycle variations, in which the potential for
human action to have a significant impact on climate
was discussed.
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(6) Volcanism, and the effect of dust and aerosols on
incoming solar radiation.

(7) Solar variability, including long-term and periodic
variations of the solar constant.

(8) Orbital variations, including the potential role of land-
surface feedback in amplifying insolation changes.

(9) Feedbacks, in which Mitchell reviewed a number of
hypotheses that attempt to explain glacial/interglacial
variations from combinations of internal variations
and external forcing, including the one advanced by
Chamberlin in 1899.

Chamberlin’s hypothesis, which we would regard today
as one expressed in terms of biogeochemical cycles, is par-
ticularly interesting in its consideration of the above controls
(although not necessarily in modern terms), as well as the
interactions among them. Interactions were referred to by
Chamberlin as “intercurrent agencies,” an idea now usually
described as “coupling” among systems.

The only large gap in Mitchell’s list, though filled
implicitly, is the potential role of land cover in controlling
climate. Changes in land cover, on both the Quaternary
and historical time scales, have the potential to influence
significantly the emission of dust and mineral aerosols to the
atmosphere (Harrisonet al., 2001; Mahowaldet al., 1999)
and to change surface energy balances (DeFrieset al., 2002)
and consequently other components of the climate system
(Chaseet al., 2001).

Elemental Models

Several elemental or low-resolution models were discussed
in the INQUA proceedings. In theWright & Frey (1965)
volume,Broecker (1965)used a number of elemental models
while reviewing the isotopic record of paleoclimatic varia-
tions. The chapter bySchumm (1965)included discussion
of several elemental geomorphic and hydrologic models to
examine the impact of climate changes whileMeier (1965)
presented an analysis of the response of glacier mass-balance
and flow to variations in climatic controls.

In the Meteorological Monographsvolume, elemental
models were used in the discussion of the thermohaline
circulation (Weyl, 1968), and the surface energy balance
(Ericksson, 1968). Saltzman (1968)considered the surface
forcing of atmospheric circulation, andKutzbachet al. (1968)
examined the effects of changes in the latitudinal temperature
gradient on atmospheric circulation. Both these latter studies
examined with simple models the sensitivity of one compo-
nent of global climate (atmospheric circulation) to changes
in forcing in a manner that anticipates those authors’ later
work.

Comprehensive Models

GCMs appeared in a chapter in theMeteorological Mono-
graphs volume by Mintz (1968), which suggested how

AGCMs might be used to investigate paleoclimatic ques-
tions. Although not explicitly part of the INQUA materials,
the importance of contemporaneous work bySmagorinsky
(1963), and Smagorinskyet al. (1965) to later work with
GCMs is evident in subsequent publications. In the decade
following the VII INQUA Congress, routine application of
GCMs in paleoclimatic studies emerged (e.g.Gates, 1976;
Williams et al., 1974).

Subsequent Developments

It is apparent that many of the questions and issues that
were raised in 1965 the INQUA Congress are still relevant
today. Moreover, the specific contributions of the congress
and its proceedings contributed to the foundation of the U.S.
National Research Council (1974)report Understanding
Climatic Changeand its successors. These reports initiated
research agendas for the study of global change (e.g.Malone
et al., 1985) that remain relevant today (National Research
Council, 1999).

Synopsis of Results from Modeling Quaternary
Paleoclimates of North America

Climate models have been applied to advance understanding
of many of the aspects of Quaternary climate changes in
North America. The presence of the Laurentide Ice Sheet
(LIS) makes climatic variations over North America a key
component of the general description of long-term climatic
variations. As a spatially heterogeneous region subject to
the influence of the major northern hemisphere atmospheric
circulation mechanisms, the patterns of regional climate
changes across the continent have also been of interest.
Paleoclimate modeling studies that have focused on North
America fall into two general groups: those that focus on
the slow-response components of the climate system like
the LIS, and those that focus on the spatial patterns of the
fast-response components at key times.

Temporal Variations of Climate

Studies of the temporal variations of the climate system have
addressed the onset of glaciation over the Cenozoic, as well
as the nature of individual glacial cycles, and have also been
used to examine the potential controls of glacial/interglacial
variations and the genesis of millennial-scale variability. The
long-term cooling during the Cenozoic, which ultimately
led to Quaternary glacial/interglacial variations, and the
higher-frequency variations superimposed on them, present
several features or “targets” for which explanations have
been attempted using various classes of models. These
targets include:

(1) the cooling itself, and the reorganization of the ocean,
atmosphere, and cryosphere that is implied.
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(2) the non-reversing steps toward more extensive glacia-
tion, such as those around 35 myr B.P., 12 myr B.P.;
and within the past 5 myr.

(3) the onset of extensive northern hemisphere glaciation
around 2.8 myr B.P.

(4) the changes in periodicity and amplitude of global ice
volume variations during the last 3 myr.

(5) the sequence of global climate changes during a single
glacial cycle.

(6) “sub-millennial”-scale variations in climate.

Cenozoic Cooling and the Quaternary Ice Age

The long-term cooling of the Cenozoic, leading ultimately to
the onset of extensive glaciation in the northern hemisphere
around 2.8 myr ago, has been examined using a variety
of approaches, which have generally featured conceptual
models supported by syntheses of data, elemental models
of particular components of the climate system, or more
comprehensive models used to simulate key times or to ex-
plore particular combinations of controls (using “snap-shot”
simulations). Examples of the first application include the
examinations of isotopic records byMiller et al. (1987)and
Zachoset al. (2001)for the entire Cenozoic, or byDriscoll
& Haug (1998)andHaug & Tiedemann (1998)for the past
5 myr. The transition to a more glacial state described by
the latter two studies was also examined in simulations with
Saltzman’s model of paleoclimatic dynamics (Saltzman,
2002; Saltzman & Verbitsky, 1993) and with the LLN 2-D
model (Li et al., 1998), both of which are sophisticated
elemental models. In another example of a general conceptual
model supported by simulations with a more comprehensive
model, sensitivity tests byKutzbachet al. (1997)contributed
to the evaluation of the tectonic hypotheses of Cenozoic
climate change (Ruddiman, 1997). In a similar fashion, the
role of the changes in paleogeography from Cretaceous times
to present have been explored with coupled AOGCMs (Huber
& Sloan, 2001; Otto-Bliesneret al., 2002), which account for
the effects of changes in ocean basins and gateways on global
climates. Further applications of GCMs and related models
to pre-Quaternary climates are described byParrish (1998).

A number of studies have focused on the onset and
maintenance of glacial/interglacial variations, again using
a combination of modeling approaches. These include the
conceptual (but mechanistic in character) model ofImbrie
et al. (1992, 1993), and the aforementioned models ofImbrie
& Imbrie (1980) and Paillard (1998). In these latter two
applications, data analyses or relatively simple numerical
models are used to illustrate the features of “thought exper-
iments” that attempt to explain, for example, the features of
the oxygen isotopic record.

The inception of a single glaciation, as occurred around
115,000 yr ago, has been examined in several GCM-focused
studies.Rind et al. (1989)found that the insolation changes
between the time of the northern hemisphere summer
maximum around 126,000 yr ago, and the relative minimum
around 115,000 yr ago were insufficient to initiate permanent

snow cover in northeastern North America in their model.
In contrast, subsequent simulations byDong & Valdes
(1995), Gallimore & Kutzbach (1996), anddeNobletet al.
(1996)were able to simulate the accumulation of permanent
snowfields, particularly if the models included feedback
from climate-induced changes in land cover.

Millennial-Scale Variations

Millennial-scale climate variations have also been examined
with combinations of conceptual models, data analyses,
and comprehensive models, in particular time-evolving
elementary models and EMICs. The conceptual models,
which include those described byAlley et al. (1999), Stocker
et al. (2001) and Clark et al. (2002), have developed or
attempted to test hypotheses for millennial-scale variations
that generally involve reorganization of the circulation
of the atmosphere and ocean, including the thermohaline
circulation, and the global transmission or propagation of
climate variations in the North Atlantic.

The kinds of modeling studies used in the development
and testing of those hypotheses span the entire continuum
of model comprehensiveness.Saltzman (2002)(see also
Saltzman & Verbitsky, 1995) showed how millennial-scale
variability, like that associated with the Heinrich events,
emerged from a dynamical model of the slowly varying com-
ponents of the climate system. Similar variability emerges
in simulations using EMICs (e.g.Crucifix et al., 2002;
Ganopolski & Rahmstorf, 2001), which add some spatial
specificity to the simulated climate variations. Simulations
with GCMs and RCMs that examine the sensitivity of the
climate and subsystems at the LGM to imposed changes
in North Atlantic sea-surface temperatures reveal further
details of the spatial patterns of millennial-scale variations
(Hostetler & Bartlein, 1999; Hostetleret al., 1999).

The integrated modeling studies and data analyses of the
temporal variations of climate across the different timescales
described above support make several generalizations about
the temporal variations of the climate of North America
leading up to and during the Quaternary:

(1) changes in paleogeography, including changes in
mountain belts and oceanic gateways, explain much
of the pattern of climate change over the Cenozoic,
if the synergistic effects of changes in atmospheric
composition and ocean heat transport are considered.

(2) the ice sheets are active components of the climate
system, and no realistic account of the temporal and
spatial patterns of Quaternary climate change can be
made without considering them.

(3) the thermohaline circulation of the ocean seems in-
volved in climate variations across all time scales.

(4) feedback from changes in the land surface and in ocean
circulation appear to be involved in amplifying or at-
tenuating the climatic effects of changing boundary
conditions such as insolation and the arrangement of
continents.
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Spatial Patterns of Fast-Response Variables – LGM to
Present

The LGM-to-Present “Natural Experiment”

Various modeling studies have focused on the interval be-
tween the LGM (Last Glacial Maximum, 21,000 yr ago) and
present. During this interval, nature performed experiments
with the climate system (Webb & Kutzbach, 1998), and
recorded the results in paleoclimatic data sets like those
reviewed in this volume and elsewhere (Kohlfeld & Harrison,
2000). Both the nature of the boundary-condition changes
over the interval and our knowledge of them has facilitated
numerous application of elemental models, EMICs, and,
particularly, GCMs.

Comparing the climates of the LGM and 6000 yr ago
with present provides an optimal experimental design in
which only a few controls are changed from their present
settings. At the LGM, there were extensive continental
ice sheets, low concentrations of greenhouse gasses in the
atmosphere, high aerosol loadings, relatively cold sea-surface
temperatures, and land-cover characteristics that featured
reduced areas of forest, but the latitudinal and seasonal
distribution of insolation was similar to that at present. After
the LGM, the amplitude of the seasonal cycle of insolation
increased, reaching a maximum around 11,000 yr ago, so that
at 6000 yr ago, insolation during the northern summer was
greater than at present, while the remainder of the boundary
conditions were close to their present (or pre-industrial)
values. Because of the elegance of this natural experiment,
many simulations have been done for 21,000 and 6000 yr ago,
including those in PMIP (Harrisonet al., 2002; Joussaume
et al., 1999; Palaeoclimate Modeling Intercomparison
Project). These two times have also been the focus for
simulations with coupled AOGCMs (Braconnotet al., 2000;
Harrison et al., 2002; Hewitt & Mitchell, 1998; Hewitt
et al., 2001; Shinet al., 2002). Relatively few sequences
of simulations with GCMs over this interval have been
able to exploit the full natural experiment. The published
sequences of experiments include simulations conducted
with an early version of the NCAR CCM (National Center
for Atmospheric Research, Community Climate Model)
(COHMAP Members, 1988; Wrightet al., 1993), a sub-
sequent version of the CCM (CCM 1,Webb & Kutzbach,
1998), and with the UGAMP GCM (U.K. Universities
Global Atmospheric Modelling Programme General Cir-
culation Model; Valdes, 2000), and the LMD5.3 model
(Laboratoire del Ḿet́eorolog̀ıe Dynamique;Charbit et al.,
2002), models similar to CCM 1 in the degree of coupling
among systems.

These sequences of simulations, along with the suites of
simulations for 6000 and 21,000 yr ago, jointly show that
much of the variation in global and regional climate over
this interval can broadly be explained by the influence of
the ice sheets on atmospheric circulation and the influence
of insolation on circulation and surface water- and energy-
balances. Comparisons of model simulations with paleodata
demonstrate that, as is the practice of the Intergovernmental

Panel on Climate Change (Houghton, 2001), it is indeed
feasible to simulate climates different from that at present
using the kinds of models reviewed here. The detailed
data-model comparisons organized by PMIP do show,
however, that the present generation of global models may
underestimate the magnitude of the responses of the climate
system to changes in its controls (Harrisonet al., 2002).

LGM-to-Present Simulations for North America

The sequence of simulations conducted with CCM 1 (Fig. 3),
although obsolete by today’s standards in terms of model
resolution and interactivity of the ocean, still provide the
only complete sequence of simulations performed using a
coherent experimental design that have been extensively
analyzed for North America (seeBartleinet al., 1998; Webb
et al., 1998). Figure 3 shows the simulated sequence for
several variables for January and July, expressed both as the
actual values for each time in the sequence and as anomalies,
or differences between each “paleo” simulation and the
present-day or “control” simulation.Table 1 summarizes
some of the main features inFig. 3 that were discussed by
Bartleinet al. (1998)andWebbet al. (1998).

The variables inFig. 3 appear roughly in a sequence
that represents cause-and-effect. The top row of maps shows
insolation (and anomalies) over the sequence of simulations,
along with the outlines of the Laurentide ice sheet in the
model – the two major controls of the sequence of regional
climatic changes. Net radiation and surface air temperature
illustrate the direct effects of insolation and ice-sheet size on
the surface energy balance and temperature. The latitudinal
and continental-marine contrasts in temperature, in concert
with the topographic effects of the ice sheet, influence atmo-
spheric circulation as represented by 500 mb horizontal wind
speed and vertical velocity, and sea-level pressure. In turn,
atmospheric circulation, in particular the large-scale patterns
of vertical motions, and moisture availability (determined
mainly by temperature) jointly influence the patterns of
precipitation and thus precipitation minus evaporation.

The principal features of the simulated climate over
North America include:

(1) displacement by the Laurentide Ice Sheet of the band
of fast upper-level winds to the south of its present
location in both winter and summer during the LGM
and afterward.

(2) development of a “glacial anticyclone” over the ice
sheet in eastern North America, and consequent gen-
eration of large-scale sinking motions in the eastern
and southern quadrants of the ice sheet.

(3) existence of generally drier-than-present conditions
during glacial times (when it was colder than present),
giving way to wetter-than-present conditions as the
continent warmed.

(4) changes in the strength of surface atmospheric
circulation features that follow the trends in the
boundary conditions: weakening of the Aleutian low
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Table 1. Features of the simulated climate of North America, LGM to present.

Feature CCM 1 Simulationa

Last Glacial Maximum 21,000 cal yr B.P. experiment
Upper-level winds Southward displacement and strengthening of the jet stream in both January and July
Sea-level pressure and surface winds Glacial anticyclone over ice sheet; prevailing easterlies in PNW, strong onshore flow

in SW; strong Aleutian low in January, southerly flow into Alaska in January
Large-scale vertical velocity Strong rising motions in SE in July, and in SW in January
Net radiation Strong negative anomaly over ice sheet in July
Atmospheric moisture Much drier than present throughout
Surface climates Greatest cooling near ice sheet (�T∼ −10◦C); less cooling farther away; generally

dry to south of ice sheet; wet in SW

Late-Glacial 14,000 cal yr B.P. experiment
Upper-level winds Jan. and July jet stream at present latitude, and stronger than present
Sea-level pressure and surface winds STHs in July as strong or stronger than present
Large-scale vertical velocity Stronger-than-present rising motions in continental interior in January
Net radiation Continued strong negative anomaly over ice sheet in July, with positive anomaly

along southern edge of continent
Atmospheric moisture Continued dryness
Surface climates Continued cold near ice sheet; July temp. near or higher than present in SW U.S., SE

U.S., and Alaska; Jan. temp. below or near present throughout

Early Holocene 11,000 cal yr B.P. experiment
Upper-level winds Upper-level circulation generally near present configuration; ST ridge over SW U.S.

in July
Sea-level pressure and surface winds Strong STHs in July; strong onshore flow into SW US
Large-scale vertical velocity Rising motions in the SW and sinking in PNW and eastern North America in July
Net radiation Continued strong negative anomaly over ice sheet in July, with strong positive

anomaly over continental interior in July
Atmospheric moisture Continued drier than present in Jan; wetter than present over much of continent in

July
Surface climates July temp. higher than present everywhere except along edge of ice sheet; Jan. temp.

near present; dry in PNW and Alaska; wet in SW US

Mid-Holocene 6000 cal yr B.P. experiment
Upper-level winds Upper-level circulation generally near present configuration; ST ridge over SW U.S.

in July
Sea-level pressure and surface winds Strong STHs in July; strong onshore flow into SW U.S. and S US
Large-scale vertical velocity Rising motions in continental interior and sinking in PNW in Jan., rising motions in

the SW and sinking in PNW and eastern North America in July
Net radiation Strong positive anomaly at high latitudes and negative in interior in Jan., strong

positive anomaly throughout in July
Atmospheric moisture Generally moister than present
Surface climates Wetter than present in SW U.S. in July; warmer than present in July throughout

aAbbreviations: cal (calendar years before present); PNW (Pacific Northwest); SW (Southwestern U.S.); SE (Southeastern U.S.);
STH (subtropical high-pressure system); ST (subtropical).

and the glacial anticyclone as the ice sheet retreated,
and strengthening of the East Pacific and Bermuda
subtropical high pressure systems in summer as the
(positive) insolation anomaly increased, followed by
weakening as the insolation anomaly decreased.

(5) increases in summer temperature earlier in the
sequence in regions distant from the ice sheet.

(6) development of a thermally induced low surface
pressure over the continent in summer when the
insolation anomaly was at its maximum, and conse-

quent enhancement of the summer monsoon in the
southwestern U.S.

(7) concurrent increases in effective moisture in the
southwestern U.S. and decreases in the Pacific North-
west and continental interior when the monsoonal
circulation was amplified during the time of summer
insolation maximum (Harrison, 2003).

(8) generally lower-than-present winter temperatures
over the continent throughout the sequence of
simulations.
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These responses are quite robust, appearing in most simula-
tions or partial sequences of simulations, and suggest that a
substantial part of the regional-scale patterns in paleoclimatic
data that have been reviewed in this volume are explainable
in terms of the direct and indirect effects of insolation and the
direct effect of the ice sheet (see alsoBartleinet al., 1998;
Thompsonet al., 1993; Webbet al., 1993, 1998). More recent
simulations and their comparisons with paleoclimatic data
have attempted to show how secondary climatic variations
across different regions may be mechanistically linked. For
example, simulations for 6000 yr ago show a decrease of
surface low pressure and an increase in the height upper-level
ridge over the western U.S. These changes induce large-scale
subsidence (or sinking of air) in the interior of North America
(Harrisonet al., 2003), thereby linking climate anomalies
that are opposite in sign across different regions.

Existing and Emerging Issues in Paleoclimatic
Modeling

Comparison of paleoclimatic observations with the conjec-
tures of conceptual models or simulations from numerical
models have long been part of the practice of Quaternary sci-
ence. The rapid development of the different classes of models
and syntheses of paleoclimatic data, presented either as maps
for key times (e.g.Kohlfeld & Harrison, 2000), or time series
at key locations (e.g.Alley & Clark, 1999), ensure that formal
comparisons between simulations and observations in data-
model comparisons will continue to increase in frequency.

Fig. 4. Land-surface elevations for two climate models and for the western U.S. on a 5-min latitude by longitude grid for
comparison. The NCEP Reanalysis Model (Kistler et al., 2001) is a GCM with a rectangular resolution of 2.5 degrees, and
represents the topography of the western U.S. as a broad dome centered over western Colorado. Varying elevations over the
Pacific Ocean are an artifact of the spectral representation of the atmosphere in the model. RegCM2, a regional climate model
(e.g.Hostetler & Bartlein, 1999), as depicted here for the western U.S. has a resolution of 36 km. Viewed at arm’s length, the
RegCM grid captures much of the physiographic detail for the region, such as the Sierra Nevada and Cascade Range, and the
Snake River Plain and Central Valley, that is evident in the actual 5-min elevations.

There are a number of issues that arise in such comparisons in
specific and in paleoclimatic modeling in general that when
addressed will enhance the effectiveness of those activities.

Model and Data Resolution

One issue that frequently arises in data-model comparisons
is disparity in the spatial and temporal resolutions of
paleoclimatic data and model output. Spatial-resolution
mismatches are probably most evident in the comparisons
of EMIC and GCM output with networks or syntheses of
paleoclimatic data. Most present-day GCMs (Fig. 4) have
grid-cell resolutions coarser than 2 degrees of latitude or
longitude (about 200 km at the equator) while EMICs are
still coarser (10 degrees or more). Topography in EMICs
and GCMs is highly generalized, and much smoother than
the real terrain – topographically complex regions like the
Cordillera may be represented as broad featureless domes
in a GCM. RCMs mitigate this issue somewhat, and can
represent features such as the Sierra Nevada, Cascade Range,
or Columbia Basin, but resolutions in RCMs are still fairly
coarse (grid cells greater than 25 km on a side).

Paleoclimatic data, in contrast, is often site specific,
and a given indicator may represent the environment of a
watershed or of a smaller area. Consequently, some kind
of “downscaling” of the simulations is necessary, even for
RCMs, if the object is the direct comparison of observations
and simulations at particular locations. The current approach
(Harrisonet al., 1998) is to apply the model’s “anomalies”
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(differences between a paleoclimatic and modern “control”
simulation) to either a gridded higher-resolution observed
data set for the present day, or to data for a specific location,
both derived by spatial interpolation within a network of
modern climate stations. This approach necessarily assumes
that the models have sufficient resolution to describe ade-
quately those anomalies, and that mediation of large-scale
anomaly patterns does not change over time. Increases in
computational capacity, which in turn will allow finer model
resolutions, should ultimately minimize this issue.

Simple spatial averaging of the paleoclimatic data to ap-
proximate the resolution of a model does not suffice to reduce
the mismatch. A topographically complex region, for exam-
ple, may vary from place to place in its paleoclimatic response
to localized physiographic effects on atmospheric circulation
(Whitlock & Bartlein, 1993). Paleoclimatic data may also be
quite sparse in some regions, and simple interpolation among
sites may not be appropriate (Broccoli & Marciniak, 1996).

Mismatches in resolution also arise between time series
of climate simulations and observations. Chronological and
sampling issues that limit the “downcore” resolution of
paleoclimatic data can make comparisons with model output
of annual- (or shorter-) timescale resolution difficult. Con-
versely, there may be limitations in the temporal resolution of
a model simulation related to an inability to specify changes
in boundary conditions frequently enough.

In both the spatial or temporal cases, some thought must
therefore be given to placing the simulations and observations
on a similar framework or timescale by appropriate filtering
or aggregation. An example of such an approach involving
comparisons among time series of data with differing
resolutions is given byTinner & Lotter (2001).

Variables

Another potential mismatch in comparing simulations and
observations arises when considering the variables that
can be simulated or reconstructed. Climate models such
as EMICs and GCMs can be quite specific in what they
simulate, including variables (like atmospheric vertical
motions) that cannot be directly observed. In contrast,
a specific paleoclimatic record may require some kind of
transformation in order to be interpreted in quantitative terms,
and by themselves, the interpretations cannot discriminate
among multiple controls. For example, the observation of
a positive glacier mass balance can signify either increased
winter precipitation or decreased summer temperature. This
ambiguity can be removed, however, through the application
of process models (e.g.Hostetler & Clark, 2000) that explic-
itly quantify the dependence of mass balance on a number
of controls.

Experimental Design

The design of a modeling experiment is an important issue
that must be considered in comparing simulations and

observations. From the paleoclimatic data perspective, this
includes the specific protocols that are used to synthesize data,
and the scheme for describing chronological control (Kohlfeld
& Harrison, 2000). It should be possible for the reader to trace
the development of a particular interpretation or reconstruc-
tion (seeFarreraet al., 1999, for an example;Harrison, 2003).

From the perspective of a model, experimental design
is for the most part synonymous with the choice of which
boundary conditions are changed and by how much, though
it also includes selection of the length of a simulation in the
case of spatial-pattern applications of models. Recall that
there are two approaches to the design of an experiment – the
sensitivity test in which one or more boundary conditions are
changed, and the full simulation in which all of the boundary
conditions are changed (Peteet, 2001). In the sensitivity-test
approach, leaving a boundary condition (say, land-surface
cover, or the size and location of ice sheets) unchanged from
its present value is the same as assuming that it does not vary
over time, or if it does vary, that it does not have any influence
on climate. The comparison of a sensitivity-test simulation
with observations must therefore consider the extent to
which the simulations should be expected to resemble the
observations in the first place.

Paleoclimatic Diagnostics

Although it is satisfying when a simulation agrees favorably
with some observations, that situation may not be the most
informative one – it is the mismatches that indicate something
is wrong or needs improvement. There are three sources of
apparent mismatches between simulations and observations:
inadequacy of the climate model, misinterpretation of
the data, and shortcomings in the experimental design,
as discussed above. (Note that incorrect “false positive”
comparisons could also arise from the same sources.)
From a distance, it might be perceived that the goal in
data-model comparisons is simply to discriminate among
the three sources, but a better way of thinking of the general
exercise is as paleoclimatic diagnostics. Analogous to its
shorter-timescale cousin climate diagnostics (apart from its
longer temporal focus), paleoclimate diagnostics could use
almost the same description of its objectives, which are:
“ . . . to identify the nature and causes of climate variations
on time scales ranging from a month to centuries. . . [and] to
develop the ability to predict important climate variations on
these time scales (NOAA Climate Diagnostics Center Web
Page).” If we extend this definition to longer time scales, data
syntheses and model simulations can be viewed as comple-
mentary tools that can be used to understand past climatic
variations.

The motivation for understanding past climatic variations
is now stronger than ever, in light of the realization that
humans may be producing Quaternary-size changes in
climate. The full range of climate models is being used
in making projections of future climate, and those models
need testing, something that can be done using syntheses of
paleoclimatic data and paleoclimatic “natural experiments.”
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Paleoenvironmental observations also demonstrate that no
environmental system is completely insensitive to climatic
variations, which raises questions about the magnitude of
that sensitivity and how specific systems respond, questions
that modeling approaches are well suited to answer. Together,
climate models and paleoclimatic data are bringing scientists
closer to the goal of understanding climate well enough to
predict its future course.

Summary

The synthesis of paleoclimatic data sets and the simulation
of past climates using climate models are a complimentary
set of activities that lead to better understanding of the
climate system. The objective of paleoclimate modeling is to
quantify the behavior and variations of the components that
describe the climate system. These components include:

(1) boundary conditions or external controls, such as solar
irradiance.

(2) slow-response variables that characterize the general
state of the climate system, such as continental ice
sheets.

(3) fast-response variables that comprise what is ordinar-
ily thought of as weather, such as the configuration
of the jet stream and location and strength of surface
high- and low-pressure centers.

(4) variables that provide the forcing for the many envi-
ronmental subsystems that depend on climate, such as
lakes.

Climate models can be classified according to the appli-
cations to which they are put, which include simulating the
temporal evolution and spatial patterns of the climate system,
and the attendant responses of environmental subsystems.
They may also be classified by their comprehensiveness into
several clusters, which include conceptual models, elemen-
tal models, Earth-system models of intermediate complexity,
comprehensive models represented by coupled general circu-
lation models, and ultimately, full Earth-system models. With
one exception, the classes of climate models and the manner
in which they are applied were evident in the publications of
the INQUA Congress in 1965.

Example simulations of the Quaternary climates of
North America illustrate regional patterns of climate. These
respond directly to continental ice sheets, and both directly
and indirectly to changes in insolation.

Acknowledgments

We thank Bryan Shuman, J.J. Shinker, and Debra Zahnle, and
two anonymous reviewers for comments on the manuscript,
and Sandy Harrison for discussion. Research was supported
by the National Science Foundation (ATM-9910638) and by
the U.S. Geological Survey.

References

Alley, R.B. & Clark, P.U. (1999). The deglaciation of the
northern hemisphere: a global perspective.Annual Review
of Earth Planet Sciences, 27, 149–182.

Alley, R.B., Clark, P.U., Keigwin, L.D. & Webb, R.S. (1999).
Making sense of millennial-scale climate change.In: Alley,
R.B., Clark, P.U., Keigwin, L.D. & Webb, R.S. (Eds),
Mechanisms of Global Climate Change. Washington, DC,
American Geophysical Union, pp. 385–394.

Bartlein, P.J., Edwards, M.E., Mock, C.J., Thompson, R.S.,
Webb, R.S., Webb, I.T., Whitlock, C., Anderson, K.H. &
Anderson, P.M. (1998). Paleoclimate simulations for North
America over the past 21,000 years: Features of the sim-
ulated climate and comparisons with paleoenvironmental
data.Quaternary Science Reviews, 17(6–7), 549–585.

Berger, A. (1980).Climatic Variations and Variability: Facts
and Theories. Dordrecht, D. Reidel Co., 795 pp.

Berger, A., Loutre, M.F. & Gallee, H. (1998). Sensitivity of the
LLN climate model to the astronomical and CO2 forcings
over the last 200 ky.Climate Dynamics, 14(9), 615–629.

Birchfield, E.G., Huaxiao, W. & Rich, J.J. (1994). Cen-
tury/millennium internal climate oscillations in an
ocean-atmosphere-continental ice sheet model.Journal of
Geophysical Research, 99(C6), 12,459–12,470.

Braconnot, P., Marti, O., Joussaume, S. & Leclainche, Y.
(2000). Ocean feedback in response to 6 kyr BP insolation.
Journal of Climate, 13(9), 1537–1553.

Bradley, R.S. (1999).Quaternary Paleoclimatology. San
Diego, Academic Press, 613 pp.

Broccoli, A.J. & Marciniak, E.P. (1996). Comparing sim-
ulated glacial climate and paleodata: A reexamination.
Paleoceanography, 11(1), 3–14.

Broecker, W.S. (1965). Isotope geochemistry and the pleis-
tocene climatic record.In: Wright, H.E., Jr. & Frey, D.G.
(Eds), The Quaternary of the United States. Princeton,
Princeton University Press, pp. 737–754.

Budyko, M.I. (1982).The Earth’s climate: past and future.
Orlando, Academic Press, 307 pp.

Chamberlin, T.C. (1897). A group of hypotheses bearing on
climatic changes.Journal of Geology, 5, 653–683.

Chamberlin, T.C. (1899). An attempt to frame a working
hypothesis of the cause of glacial periods on an atmo-
spheric basis.Journal of Geology, 7, 545–584, 667–685,
751–787.

Charbit, S., Ritz, C. & Ramstein, G. (2002). Simulations
of Northern Hemisphere ice-sheet retreat: Sensitivity to
physical mechanisms involved during the last deglaciation.
Quaternary Science Reviews, 21(1–3), 243–265.

Chase, T.N., Pitman, A.J., Running, S.W., Nemani, R.R.,
Pielke, R.A., Kittel, T.G.F. & Zhao, M. (2001). Relative
climatic effects of landcover change and elevated carbon
dioxide combined with aerosols: A comparison of model
results and observations.Journal of Geophysical Research
D: Atmospheres, 106(23), 31,685–31,691.

Clark, P.U., Pisias, N.G., Stocker, T.F. & Weaver, A.J. (2002).
The role of the thermohaline circulation in abrupt climate
change.Nature, 415(6874), 863–869.



Modeling Paleoclimates581

Claussen, M. (2001). Earth system models.In: Ehlers, E. &
Krafft, T. (Eds),Understanding the Earth System. Berlin,
Springer, pp. 147–162.

Claussen, M., Mysak, L.A., Weaver, A.J., Crucifix, M.,
Fichefet, T., Loutre, M.F., Weber, S.L., Alcamo, J., Alex-
eev, V.A., Berger, A., Calov, R., Ganopolski, A., Goosse,
H., Lohmann, G., Lunkeit, F. & Mokhov, II (2002). Earth
system models of intermediate complexity: closing the
gap in the spectrum of climate system models.Climate
Dynamics, 18(7), 579–586.

Clement, A.C., Cane, M.A. & Seager, R. (2001). An orbitally
driven tropical source for abrupt climate change.Journal
of Climate, 14(11), 2369–2375.

COHMAP Members (1988). Climatic changes of the last
18,000 years: observations and model simulations.Science,
241, 1043–1052.

Crowley, T.J. & North, G.R. (1991).Paleoclimatology. New
York, Oxford University Press, 339 pp.

Crucifix, M., Berger, A., Loutre, M.F., Tulkens, P. & Fichefet,
T. (2002). Climate evolution during the Holocene: A study
with an Earth system model of intermediate complexity.
Climate Dynamics, 19(1), 43–60.

DeFries, R.S., Bounoua, L. & Collatz, G.J. (2002). Human
modification of the landscape and surface climate in the
next fifty years.Global Change Biology, 8(5), 438–458.

deNoblet, N.I., Prentice, I.C., Joussaume, S., Texier, D., Botta,
A. & Haxeltine, A. (1996). Possible role of atmosphere-
biosphere interactions in triggering the last glaciation.
Geophysical Research Letters, 23(22), 3191–3194.

Dong, B. & Valdes, P.J. (1995). Sensitivity studies of
Northern Hemisphere glaciation using an atmospheric
general circulation model.Journal of Climate, 8, 2471–
2496.

Driscoll, N.W. & Haug, G.H. (1998). A short circuit in
thermohaline circulation: a cause for Northern Hemisphere
glaciation?Science, 282(16), October, 436–438.

Ericksson, E. (1968). Air-ocean-icecap interactions in
relation to climatic fluctuations and glaciation cycles.In:
Mitchell, J.M., Jr. (Ed.),Causes of Climate Change: Mete-
orological Monographs. Boston, American Meterological
Society, pp. 68–94.

Farrera, I., Guiot, J., Bartlein, P.J., Bonnefille, R., Bush,
M., Cramer, W., von Grafenstein, U., Holmgren, K.,
Hooghiemstra, H., Hope, G., Jolly, D., Lauritzen, S.E.,
Ono, Y., Pinot, S., Stute, M., Yu, G., Harrison, S.P.,
Prentice, I.C. & Ramstein, G. (1999). Tropical climates
at the Last Glacial Maximum: A new synthesis of ter-
restrial palaeoclimate data. I. Vegetation, lake-levels and
geochemistry.Climate Dynamics, 15(11), 823–856.

Gallimore, R.G. & Kutzbach, J.E. (1996). Role of orbitally
induced changes in tundra area in the onset of glaciation.
Nature, 381(6), 503–505.

Ganopolski, A. & Rahmstorf, S. (2001). Rapid changes
of glacial climate simulated in a coupled climate model.
Nature, 409(6817), 153–158.

Gates, W.L. (1976). The numerical simulation of ice-age
climate with a global general circulation model.Journal of
the Atmospheric Sciences, 33, 1844–1873.

Grassl, H. (2000). Status and improvements of coupled
general circulation models.Science, 288(16), June, 1991–
1997.

Harrison, S.P. (2003). Contributing to global change science:
the ethics, obligations and opportunities of working with
paleoenvironmental data bases.NorskGeografisk Tidsskrift
(in press).

Harrison, S.P., Braconnot, P., Joussaume, S., Hewitt, C. &
Stouffer, R.J. (2002). Comparison of palaeoclimate simu-
lations enhances confidence in models.Eos, 83(40), 447.

Harrison, S.P., Jolly, D., Laarif, F., Abe-Ouchi, A., Dong,
B., Herterich, K., Hewitt, C., Joussaume, S., Kutzbach,
J.E., Mitchell, J., De Noblet, N. & Valdes, P. (1998). Inter-
comparison of simulated global vegetation distributions in
response to 6 kyr BP orbital forcing.Journal of Climate,
11(11), 2721–2742.

Harrison, S.P., Kohfeld, K.E., Roelandt, C. & Claquin, T.
(2001). The role of dust in climate changes today, at the
last glacial maximum and in the future.Earth-Science
Reviews, 54(1–3), 43–80.

Harrison, S.P., Kutzbach, J.E., Liu, Z., Bartlein, P.J., Otto-
Bliesner, B.L., Muhs, D.R., Prentice, I.C. & Thompson,
R.S. (2003). Mid-Holocene climates of the Americas:
a dynamical response to changed seasonality.Climate
Dymamics. DOI: 10.1007/s00382–002–0300–6.

Hartmann, D.L. (1994).Global Physical Climatology. San
Diego, Academic Press, 408 pp.

Harvey, L.D.D. & Huang, Z. (2001). A quasi-one-
dimensional coupled climate-change cycle model 1. De-
scription and behavior of the climate component.Journal of
Geophysical Research-Oceans, 106(C10), 22,339–22,353.

Haug, G.H. & Tiedemann, R. (1998). Effect of the formation
of the Isthmus of Panama on Atlantic Ocean thermohaline
circulation.Nature, 393(18), June, 673–676.

Hecht, A.D. (1985).Paleoclimate Analysis and Modeling.
New York, Wiley, 445 pp.

Hewitt, C.D., Broccoli, A.J., Mitchell, J.F.B. & Stouffer,
R.J. (2001). A coupled model study of the last glacial
maximum: Was part of the North Atlantic relatively warm?
Geophysical Research Letters, 28(8), 1571–1574.

Hewitt, C.D. & Mitchell, J.F.B. (1998). A fully coupled
GCM simulation of the climate of the mid-Holocene.
Geophysical Research Letters, 25(3), 361–364.

Hostetler, S.W. & Bartlein, P.J. (1999). Simulation of the po-
tential responses of regional climate and surface processes
in western North America to a canonical Heinrich event.
AmericanGeophysical Union,Monography,112, 313–327.

Hostetler, S.W. & Clark, P.U. (2000). Tropical climate at the
last glacial maximum inferred from glacier mass-balance
modeling.Science, 290(5497), 1747–1750.

Hostetler, S.W., Clark, P.U., Bartlein, P.J., Mix, A.C. &
Pisias, N.J. (1999). Atmospheric transmission of North
Atlantic Heinrich events.Journal of Geophysical Research,
104(D4), 3947–3952.

Hostetler, S.W., Solomon, A.M., Bartlein, P.J., Clark, P.U. &
Small, E.E. (2000). Simulated influences of Lake Agassiz
on the climate of central North America 11,000 years ago.
Nature, 405(6784), 334–337.



582 P.J. Bartlein & S.W. Hostetler

Houghton, J.T., Gylvan Meira Filho, L., Griggs, D.J. &
Maskell, K. (1997). An Introduction to Simple Climate
Models used in the IPCC Second Assessment Report,
Intergovernmental Panel on Climate Change, 59 pp.

Houghton, J.T. & Intergovernmental Panel on Climate
Change. Working Group I. (2001). Climate change 2001:
the scientific basis: contribution of Working Group I to the
third assessment report of the Intergovernmental Panel on
Climate Change. Cambridge, UK, New York, Cambridge
University Press, x, 881 pp.

Huber, M. & Sloan, L.C. (2001). Heat transport, deep waters,
and thermal gradients: Coupled simulation of an Eocene
Greenhouse Climate.Geophysical Research Letters,
28(18), 3481–3484.

Imbrie, J., Berger, A., Boyle, E.A., Clemens, S.C., Duffy,
A., Howard, W.R., Kukla, G., Kutzbach, J.E., Martinson,
D.G., McIntyre, A., Mix, A.C., Molfino, B., Morley,
J.J., Peterson, L.C., Pisias, N.G., Prell, W.L., Raymo,
M.E., Shackleton, N.J. & Toggweiler, J.R. (1993). On
the structure and origin of major glaciation cycles, 2. the
100,00-year cycle.Paleoceanography, 8, 699–735.

Imbrie, J., Boyle, E.A., Clemens, S.C., Duffy, A., Howard,
W.R., Kukla, G., Kutzbach, J.E., Martinson, D.G., McIn-
tyre, A., Mix, A.C., Molfino, B., Morley, J.J., Peterson,
L.C., Pisias, N.G., Prell, W.L., Raymo, M.E., Shackleton,
N.J. & Toggweiler, J.R. (1992). On the structure and
origin of major glaciation cycles, 1. linear responses to
Milankovitch forcing.Paleoceanography, 7, 701–738.

Imbrie, J. & Imbrie, J.Z. (1980). Modeling the climatic
response to orbital variations.Science, 207, 943–953.

Joussaume, S., Taylor, K.E., Braconnot, P., Mitchell, J.F.B.,
Kutzbach, J.E., Harrison, S.P., Prentice, I.C., Broccoli, A.J.,
Abe-Ouchi, A., Bartlein, P.J., Bonfils, C., Dong, B., Guiot,
J., Herterich, K., Hewitt, C.D., Jolly, D., Kim, J.W., Kislov,
A., Kitoh, A., Loutre, M.F., Masson, V., McAvaney, B.,
McFarlane, N., de Noblet, N., Peltier, W.R., Peterschmitt,
J.Y., Pollard, D., Rind, D., Royer, J.F., Schlesinger, M.E.,
Syktus, J., Thompson, S., Valdes, P., Vettoretti, G., Webb,
R.S. & Wyputta, U. (1999). Monsoon changes for 6000
years ago: results of 18 simulations from the Paleoclimate
Modeling Intercomparison Project (PMIP).Geophysical
Research Letters, 26(7), 859–862.

Kistler, R., Kalnay, E., Collins, W., Saha, S., White, G.,
Woollen, J., Chelliah, M., Ebisuzaki, W., Kanamitsu, M.,
Kousky, V., van den Dool, H., Jenne, R. & Fiorino, M.
(2001). The NCEP-NCAR 50-year reanalysis: Monthly
means CD-ROM and documentation.Bulletin of the
American Meteorological Society, 82(2), 247–267.

Kohlfeld, K.E. & Harrison, S.P. (2000). How well can
we simulate past climates? Evaluating the models using
global palaeoenvironmental datasets.Quaternary Science
Reviews, 19, 321–346.

Kutzbach, J.E. (1985). Modeling of paleoclimates.Advances
in Geophysics, 28A, 159–196.

Kutzbach, J.E. (1992). Modeling large climatic changes of
the past.In: Trenberth, K.E. (Ed.),Climate System Mod-
eling. Cambridge, Cambridge University Press, pp. 669–
688.

Kutzbach, J.E., Bryson, R.A. & Shen, W.C. (1968). An
evalutation of the thermal Rossby number in the Pleis-
tocene.In: Mitchell, J.M., Jr. (Ed.),Causes of Climate
Change: Meteorological Monographs. Boston, American
Meterological Society, pp. 123–138.

Kutzbach, J.E., Ruddiman, W.F. & Prell, W.L. (1997).
Possible Effects of Cenozoic Uplift and CO2 Lowering on
Global and Regional Hydrology.In: Ruddiman, W.F. (Ed.),
Tectonic Uplift and Climate Change. New York, Plenum
Press, pp. 149–170.

Kutzbach, J., Gallimore, R., Harrison, S., Behling, P., Selin,
R. & Laarif, F. (1998). Climate and biome simulations for
the past 21,000 years.Quaternary Science, 17, 473–506.

Lamb, H.H. (1966).The Changing Climate: Selected Papers.
London, Methuen, 236 pp.

Li, X.S., Berger, A. & Loutre, M.F. (1998). CO2 and northern
hemisphere ice volume variations over the middle and late
quaternary.Climate Dynamics, 14(7–8), 537–544.

MacCracken, M.C., Budyko, M.I., Hecht, A.D. & Izrael,
Y.A. (1990). Prospects for future climate. Chelsea, MI,
Lewis Publ., 270 pp.

Mahowald, N., Kohfeld, K., Hansson, M., Balkanski, Y.,
Harrison, S.P., Prentice, I.C., Schulz, M. & Rodhe, H.
(1999). Dust sources and deposition during the last glacial
maximum and current climate: A comparison of model
results with paleodata from ice cores and marine sediments.
Journal of Geophysical Research-Atmospheres, 104(D13),
15,895–15,916.

Malone, T.F., Roederer, J.G. & International Council of
Scientific Unions and International Council of Scientific
Unions. General Assembly (1985).Global Change: the
Proceedings of a Symposium. New York, Cambridge
University Press, 512 pp.

Marshall, S.J. (2002). Modelled nucleation centres of the
Pleistocene ice sheets from an ice sheet model with
subgrid topographic and glaciologic parameterizations.
Quaternary International, 95–96, pp. 125–137.

McGuffie, K. & Henderson-Sellers, A. (1997).A climate
modelling primer. Chichester, Wiley, 253 pp.

Meier, M.F. (1965). Glaciers and climate.In: Wright, H.E.,
Jr. & Frey, D.G. (Eds),The Quaternary of the United
States. Princeton, Princeton University Press, pp. 795–806.

Miller, K.G., Fairbanks, R.G. & Mountain, G.S. (1987).
Tertiary oxygen isotope synthesis, sea level history, and
continental margin erosion.Paleoceanography, 2, 1–19.

Mintz, Y. (1968). Very long-term global integration of the
primitive equations of atmospheric motion: an experiment
in climate simulation.In: Mitchell, J.M., Jr. (Ed.),Causes
of Climate Change: Meteorological Monographs. Boston,
American Meterological Society, pp. 20–36.

Mitchell, J.M., Jr. (1965). Theoretical paleoclimatology.In:
Wright, H.E., Jr. & Frey, D.G. (Eds),The Quaternary of
the United States. Princeton, Princeton University Press,
pp. 881–901.

National Research Council (U.S.). Committee for the Global
Atmospheric Research Program (1974).Understanding
Climatic Change. Washington, DC, National Academy of
Sciences, 239 pp.



Modeling Paleoclimates583

National Research Council (U.S.). Committee on Global
Change Research (1999).Global Environmental Change:
Research Pathways for the Next Decade. Washington, DC,
National Academy Press, 595 pp.

Otto-Bliesner, B.L., Brady, E.C. & Sheilds, C. (2002).
Late Cretaceous ocean: Coupled simulations with the
National Center for Atmospheric Research Climate Sys-
tem Model.Journal of Geophysical Research, 102, D2,
10.1029/2001JD000821.

Paillard, D. (1998). The timing of Pleistocene glaciations
from a simple multiple-state climate model.Nature,
391(22), January, 378–381.

Parrish, J.T. (1998).Interpreting pre-Quaternary Climate
from the Geologic Record, The Perspectives in Paleobi-
ology and Earth History Series. New York, Columbia
University Press, xiv, 338 pp.

Peteet, D.M. (2001). Late glacial climate variability and gen-
eral circulation model (GCM) experiments: an overview.
In: Markgraf, V. (Ed.),Interhemispheric Climate Linkages.
San Diego, Academic Press.

Piexoto, J.P. & Oort, A.H. (1992).Physics of Climate. New
York, American Institute of Physics, 520 pp.

Pollard, D., Krinner, G., Hostetler, S., Oglesby, R., Tarasov,
L., Letreguilly, A., Ritz, C., Joussaume, S. & Taylor, K.
(2000). Comparisons of ice-sheet surface mass budgets
from Paleoclimate Modeling Intercomparison Project
(PMIP) simulations.Global and Planetary Change, 24(2),
79–106.

Porter, S.C. (1983).Late-Quaternary Environments of the
United States, Vol. 1: The late Pleistocene. Minneapolis,
University of Minnesota Press, 407 pp.

Prentice, I.C., Cramer, W., Harrison, S.P., Leemans, R.,
Monserud, R.A. & Solomon, A.M. (1992). A global biome
model based on plant physiology and dominance, soil
properties and climate.Journal of Biogeography, 19, 117–
134.

Randall, D.A. (2000).General Circulation Model Develop-
ment. San Diego, Academic Press, 803 pp.

Rind, D., Peteet, D. & Kukla, G. (1989). Can Milankovitch
orbital variations initiate the growth of ice sheets in
a general circulation model?Journal of Geophysical
Research, 94, 12,851–12,871.

Ruddiman, W.F. (1997).Tectonic Uplift and Climate Change.
New York, Plenum Press.

Ruddiman, W.F. (2003). Orbital insolation, ice volume
and greenhouse gases.Quaternary Science Reviews, 22,
1597–1629.

Saltzman, B. (1968). Surface boundary effects on the general
circulation and macroclimate: a review of the theory of
the quasi-stationary perturbations in the atmosphere.In:
Mitchell, J.M., Jr. (Ed.),Causes of Climate Change. Mete-
orological Monographs. Boston, American Meterological
Society, pp. 4–19.

Saltzman, B. (2002).Dynamical Paleoclimatology: Gen-
eralized Theory of Global Climate Change. San Diego,
Academic Press, 350 pp.

Saltzman, B. & Verbitsky, M. (1993). Multiple instabilities
and models of glacial rhythmicity in the Plio-Pleistocene:

a general theory of late Cenozoic climatic change.Climate
Dymamics, 9, 1–15.

Saltzman, B. & Verbitsky, M.Y. (1995). Heinrich-scale surge
oscillations as an internal property of ice sheets.Annals of
Glaciology, 23, 348–351.

Schneider, S.H. & Dickinson, R.E. (1974). Climate modeling.
Rev. Geophysics and Space Physics, 12, 447–493.

Schumm, S.A. (1965). Quaternary paleohydrology.In:
Wright, H.E., Jr. & Frey, D.G. (Eds),The Quaternary of
the United States. Princeton, Princeton University Press,
pp. 783–794.

Sellers, P.J., Dickinson, R.E., Randall, D.A., Betts, A.K.,
Hall, F.G., Berry, J.A., Collatz, G.J., Denning, A.S.,
Mooney, H.A., Nobre, C.A., Sato, N., Field, C.B. &
Henderson-Sellers, A. (1997). Modeling the exchanges
of energy, water, and carbon between continents and the
atmosphere.Science, 275(24), January, 502–509.

Shin, S.-I., Liu, Z., Otto-Bliesner, B.L., Brady, E.C.,
Kutzbach, J.E. & Harrison, S.P. (2002). A Simulation
of the Last Glacial Maximum climate using the NCAR-
CCSM. Climate Dymamics, DOI 10.1007/s00382–002–
0260-x.

Smagorinsky, J. (1963). General circulation experiments
with the primitive equations.Monthly Weather Review, 91,
99–164.

Smagorinsky, J., Manabe, S. & Holloway, J.L. (1965). Nu-
merical results from a nine-level general circulation model
of the atmosphere.Monthly Weather Review, 93, 727–
768.

Stocker, T.F., Knutti, R. & Plattner, G.K. (2001). The future
of the thermohaline circulation.In: Seidov, D., Haupt,
B.J. & Maslin, M. (Eds),The Oceans and Rapid Climate
Change: Past, Present and Future. Washington, DC,
American Geophysical Union, pp. 277–293.

Thompson, R.S., Whitlock, C., Bartlein, P.J., Harrison, S.P.
& Spaulding, W.G. (1993). Climatic changes in western
United States since 18,000 yr B.P.In: Wright, H.E., Jr.,
Kutzbach, J.E., Webb, T., III, Ruddiman, W.F., Street-
Perrott, F.A. & Bartlein, P.J. (Eds),Global Climates Since
the Last Glacial Maximum. Minneapolis, MN, University
of Minnesota Press, pp. 468–513.

Tinner, W. & Lotter, A.F. (2001). Central European vegeta-
tion response to abrupt climate change at 8.2 ka.Geology,
29(6), 551–554.

Toggweiler, J.R. (1999). Variation of atmospheric CO2 by
ventilation of the ocean’s deepest water.Paleoceanography,
14(5), 571–588.

Trenberth, K.E. (1992). Climate System Modeling.
Cambridge, Cambridge University Press, 788 pp.

Valdes, P. (2000). South American palaeoclimate model
simulations: how reliable are the models?Journal of
Quaternary Science, 13, 357–368.

Velichko, A.A., Wright, H.E. & Barnosky, C.W. (1984).
Late Quaternary Environments of the Soviet Union.
Minneapolis, University of Minnesota, xxvii, 327 pp.

Webb, I.T., Webb, R.S., Anderson, K.H. & Bartlein, P.J.
(1998). Late Quaternary climate change in eastern North
America: A comparison of pollen-derived estimates with



584 P.J. Bartlein & S.W. Hostetler

climate model results.Quaternary Science Reviews,
17(6–7), 587–606.

Webb, T., III, Bartlein, P.J., Harrison, S.P. & Anderson, K.H.
(1993). Vegetation, lake levels, and climate in eastern
North America for the past 18,000 years.In: Wright,
H.E., Jr., Kutzbach, J.E., Webb, T., III, Ruddiman, W.F.,
Street-Perrott, F.A. & Bartlein, P.J. (Eds),Global Climates
Since the Last Glacial Maximum. Minneapolis, University
of Minnesota Press, pp. 415–467.

Webb, T., III, Shuman, B. & Williams, J.W. (this volume).
Climatically forced vegetation dynamics in eastern North
America during the late Quaternary.

Webb, T. & Kutzbach, J.E. (1998). An introduction to
‘Late quaternary climates: Data syntheses and model
experiments.’Quaternary Science Reviews, 17(6–7), 465–
471.

Weyl, P.K. (1968). The role of the oceans in climatic change:
a theory of the ice ages.In: Mitchell, J.M., Jr. (Ed.),Causes
of Climate Change. Meteorological Monographs. Boston,
American Meterological Society, pp. 37–64.

Whitlock, C. & Bartlein, P.J. (1993). Spatial variations
of Holocene climatic change in the Yellowstone region.
Quaternary Research, 39, 231–238.

Williams, J., Barry, R.G. & Washington, W.M. (1974).
Simulation of the atmospheric circulation using the NCAR
global circulation model with ice age boundery conditions.
Journal of Applied Meteorology, 13(3), 305–317.

Wright, H.E., Jr., Kutzbach, J.E., Webb, T., III, Ruddiman,
W.F., Street-Perrott, F.A. & Bartlein, P.J. (1993).Global
Climates Since the Last Glacial Maximum. Minneapolis,
Univ. Minnesota Press, 569 pp.

Wright, H.E., Jr. (1983).Late-Quaternary Environments
of the United States, Vol. 2, The Holocene. Minneapolis,
University of Minnesota Press, 277 pp.

Wright, H.E., Jr. & Frey, D.G. (1965).The Quaternary of
the United States. Princeton, Princeton University Press,
922 pp.

Zachos, J., Billups, K., Pagani, H., Sloan, L. & Thomas, E.
(2001). Trends, rhythms, and berrations in global climate
65 Ma to present.Science, 292(5517), 686–693.


	Modeling paleoclimates
	Introduction
	Climate-System Modeling
	Climate-System Variables
	Boundary Conditions
	Slow-Response Variables
	Fast-Response Variables
	Subsystem Variables

	The Climate-Modeling Problem

	Climate Models
	Model Applications
	Time-Evolution Applications
	Spatial-Pattern Applications
	Subsystem (Process-Model) Applications

	Model Comprehensiveness
	Conceptual Models
	Elemental (or Low-Dimensional) Models
	EMICs (Earth-System Models of Intermediate Complexity)
	Comprehensive Models - GCMs
	Comprehensive Models - ESMs

	VII INQUA Congress (1965)
	Climate Modeling in the VII INQUA Congress Materials
	Conceptual Models
	Elemental Models
	Comprehensive Models
	Subsequent Developments


	Synopsis of Results from Modeling Quaternary Paleoclimates of North America
	Temporal Variations of Climate
	Cenozoic Cooling and the Quaternary Ice Age
	Millennial-Scale Variations

	Spatial Patterns of Fast-Response Variables - LGM to Present
	The LGM-to-Present "Natural Experiment"
	LGM-to-Present Simulations for North America


	Existing and Emerging Issues in Paleoclimatic Modeling
	Model and Data Resolution
	Variables
	Experimental Design
	Paleoclimatic Diagnostics

	Summary
	Acknowledgements
	References




